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ABSTRACT 

Kelvin-Helmholtz Instability at the Earth’s magnetopause: 
THEMIS Observations and OpenGGCM Simulations 

by 

Shiva Kavosi 

University of New Hampshire, September, 2015 

Magnetic reconnection is believed to be the dominant process by which solar wind 

plasma enters the magnetosphere. However, for periods of northward interplanetary magnetic 

field (IMF) reconnection is less likely at the dayside magnetopause, and Kelvin–Helmholtz (KH) 

waves may be important agents for plasma entry and for the excitation of ultra-low-frequency 

(ULF) waves. The relative importance of KH waves is controversial because no statistical data 

on their occurrence frequency exists. Here we survey seven years of in-situ data from the NASA 

THEMIS (Time History of Events and Macro scale Interactions during Substorms) mission in 

order to create a database of magnetopause crossings throughout the entire mission in motivation 

to investigate the occurrence rate of KH waves at the Earth’s magnetopause. Our analysis, using 

very conservative criteria to positively identify KH waves, has shown that KH waves at the 

Earth’s magnetopause are ubiquitous and are present approximately 19% of the time regardless 
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of the solar wind conditions. This occurrence frequency is much higher than has been previously 

thought and suggests that KH waves may be more important for plasma transport across the 

magnetopause, and frequently drive magnetospheric ULF waves.  

Our statistical analysis shows that the occurrence rate of KH waves increases with 

solar wind speed, Alfven Mach number, and number density, but is mostly independent of IMF 

magnitude. The occurrence rate increases with the IMF cone angle and maximizes at zero clock 

angle at about 35% for near northward IMF, and about 10% under southward IMF conditions. 

Although the occurrence rate under southward IMF is significantly higher than previously 

detected, it is still approximately four times less than the occurrence rate under northward IMF. 

The previous study suggested that the irregular and temporally intermittent structure of KH waves 

due to dynamically active sub solar behavior under southward IMF condition may explain the 

preferential in situ detection of KH waves under northward IMF. This explanation is also 

consistent with the KH waves under southward IMF in our database. The majority of the events 

during southward IMF are irregular, short and polychromatic in compared to regular, long lasting 

and monochromatic waves under northward IMF. To effectively isolate these differences, we 

performed OpenGGCM global simulations for both constant idealized solar wind and a THEMIS 

event under southward IMF conditions. The simulation results also show that the KH waves under 

southward IMF are irregular, higher frequency, and polychromatic in compared to northward 

IMF. 
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Chapter 1 

1.Introduction 

1.1 The Solar Wind 

The Sun is composed of 90% hydrogen, 10% helium, and an admixture of 0.1% heavier 

atoms. These solar materials are ionized due to the extremely high temperature, which results 

from the nuclear reaction occurring at the sun’s highly compressed core. Therefore, a large 

electric field created between the protons and electrons causes protons accelerating outwards. 

The continuous streaming away of the accelerated charged particles results in the supersonic 

expansion (300-800 km/s) of the solar corona into interplanetary space. This supersonic coronal 

flowing away is called solar wind. In the mid-1950s, the British mathematician Sydney Chapman 

calculated the properties of a high-temperature gas and determined it to be a conductor of heat 

that must extend out into space beyond Earth’s orbit (Chapman, 1957). Additionally, in the 

1950s a German scientist named Ludwig Biermann proposed that whenever a comet is headed 

towards or away from the Sun, its tail always points away from the Sun. According to Eugene 

Parker’s theory (1958), the phenomenon of solar wind originates from the Sun’s corona and 

Text
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ceases at the boundary of interstellar space. In fact, the solar wind has several source regions 

along with its properties depending upon which region it originated from. The two primary types 

of solar wind are known as “slow” solar wind (~400 km/s) and “fast” solar wind (~700 km/s). 

High-speed streams of solar wind escape from coronal holes (regions of open magnetic field 

lines) and travel out quite unrestricted by the Sun’s magnetic field in to the Heliosphere. The 

plasma in a coronal hole is cooler and lower in density than on average, thus the high-speed solar 

wind is also cooler and lower in density. Low-speed flows are thought to originate from the outer 

regions of coronal streamers. Another source of solar wind plasma are large transient events 

called coronal mass ejections (CMEs). Magnetic reconnection of complex field lines in the solar 

corona is considered to be the primary driver behind them. The first spacecraft observations of 

the solar wind were made by the Luna1 and were verified by Luna 2 and Luna 3 spacecraft in 

1959. Three years later their measurements were recorded by Americans, using the Mariner 2 

spacecraft. The interplanetary space is filled by interplanetary magnetic field (IMF). Because of 

its large conductivity, the solar wind is often assumed to be an ideal Magnetohydrodynamics 

(MHD) fluid. The ideal (MHD) fluid treatment assumes the IMF is frozen in the solar wind and 

transported out with it into interplanetary space (Gurnett and Bhattachajee, 2005). This property 

that the magnetic field lines move with the plasma is known as the Alfven frozen-flux theorem or 

the “frozen in theorem”. The solar wind flows out from the Sun in an approximately radial 

direction, however, as the Sun rotates the solar wind source region rotates along with it. The 

rotation of the source region causes sequential “parcels” of solar wind to flow out radially in a 

slightly angular direction. According to the frozen in theorem, the magnetic field is embedded 

within the solar wind but is also anchored in the solar wind source region. As the source region 
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rotates and the parcels flow radially away from Sun, the magnetic field is also forced into a spiral 

configuration, linking these individual parcels to the source region on the Sun. This spiral 

configuration of solar wind first envisaged by Parker (1958) and known as the Parker Spiral 

configuration is depicted in Figure 1.1. 

 

Figure 1.1: A schematic diagram illustrating how the rotation of the solar wind source region 

creates a Parker Spiral configuration due to the frozen in theorem. Figure downloaded from 

http://how.gi.alaska.edu/ao/msp/chapters/chapter6.pdf. 

 

1.2 The Earth’s Magnetosphere  

While the dipolar magnetic field of the Earth has been known for many years, the fact that it was 

hit by solar wind is a recent concept and was first proposed by Chapman and Ferraro (1931). The 

1.4 The Magnetospheric Boundary

1.4.1 The solar wind plasma

radially expanding plasma
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Figure 5: Illustration of spiral and sector structure of the solar wind.
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decelecration and compression of the solar wind plasma to ‘sub-fast’ velocities

Shocked plasma between the bow shock and the magnetosphere called magnetosheath
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two had realized that this electrically neutral gas (plasma) would be a perfect conductor of 

electricity. Therefore, when this conducting stream hit the Earth's magnetic dipole its magnetic 

field configuration was deflected. This can be described using the mirror field method, in which 

a conducting plane representing the solar wind is replaced by an image of the dipole located 

symmetrically with respect to the plane as shown in Figure 1.2a. This strong field of Earth creates 

a cavity in the solar wind which is called the Chapman-Ferraro cavity as shown in Figure 1.2b 

(Chapman and Ferraro, 1930). Gold (1959a) was the first to call this cavity a bullet-shaped 

plasma cavity, the magnetosphere, as depicted in Figure 1.2c. The magnetosphere contains 

various large-scale regions which vary in terms of the composition, energies, and densities of the 

plasmas that occupy them as shown in Figure 1.3. 

(a) (b) (c) 

   

Figure 1.2: Chapman-Ferraro cavity and dipole and bullet shaped magnetosphere: (a) Disturbed dipole 

field geometry in the mirror method, (b) Chapman-Ferraro cavity, and (c) Formation of the bullet-shaped 

magnetosphere in the moving solar wind. 
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1 Introduction

1.1 Structure of the magnetosphere

The existence of the Earth’s magnetic field is best known from the alignment of the
compass needle. Near the Earth’s surface the magnetic field geometry is dipolar, as if
it was created by a large bar magnet inside the Earth. Further away from the Earth’s
surface the dipole field interacts with the plasma of solar origin (the solar wind) and
magnetic field it carries (interplanetary magnetic field, IMF). As first considered by
Chapman and Ferraro (1931a,b), the dipole magnetic field geometry interacting with the
solar wind can be described using the mirror field method, in which a conducting plane
representing the solar wind is replaced by an image of the dipole located symmetrically
with respect to the plane (Figure 1.1a). The mirror method yields the instantaneous field
geometry on the right hand side (in Figure 1.1a) of the conducting plane. However, as
the solar wind is advancing typically with a velocity of ∼400 km/s, the solar wind bends
around the dipole field forming a bullet-shaped plasma cavity, the magnetosphere1, as
depicted in Figure 1.1b.

The boundary separating the magnetosphere from the solar wind is called the
magnetopause (the thick dashed line in Figure 1.1b). Furthermore, as the solar wind
streams at a much higher speed than that at which information is conveyed within the
plasma, a shock front develops around the magnetopause, similarly to water in a river
where a rock sticks out to the surface. The bow shock (thin dotted line in Figure 1.1b),

1Chapman and Ferraro thought that the Sun would burst conducting matter only occasion-
ally, so that the magnetosphere would only occasionally be confined by matter originating from
the Sun.

Figure 1.1. (a) Disturbed dipole field geometry in the mirror method. After Chapman
and Bartels (1940). (b) Formation of the bullet-shaped magnetosphere in the
moving solar wind.
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As the solar wind flow is supersonic, a shock wave is generated upstream of the Earth (the bow 

shock). At this shock, the solar wind speed is reduced to subsonic values in order to pass around 

the Earth. Consequently, plasma ‘piles up’, and the plasma density increases. Much of the bulk 

kinetic energy of the solar wind is converted to thermal energy, thus the temperature also 

increases across the shock. This region of shocked dense plasma of solar wind origin is called the 

magnetosheath. The magnetosheath plasma flows around the magnetosphere and the boundary 

between the magnetosheath and magnetosphere is called the magnetopause. 

 

Figure 1.3: An illustration of Earth’s magnetosphere and currents (Crooker et al. 1999). 
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1.3 The Magnetopause 

The magnetopause is a current layer shielding the Earth’s magnetic field from the solar 

wind which was first proposed by Chapman and Ferraro as an intermittent boundary 

(1931a,b), and some years after was predicted to be a permanent feature of the 

magnetosphere (Dungey, 1954a). The simplest form of such a boundary is often called the 

Chapman-Ferraro current layer. The Chapman and Ferraro model correctly predicts the 

presence of a surface current on the boundary of the Earth’s magnetosphere, the magnetopause. 

The existence of this current can be understood from the basic particle dynamics as shown in 

Figure 1.4. The figure shows a simple planar magnetopause boundary separating an un-magnetized 

solar wind from a magnetosphere containing no plasma. The magnetopause current is carried by the 

collective action of the solar-wind particles, each of which performs a half gyration in the 

geomagnetic field before returning to the magnetosheath. Ions impinging on the magnetosphere have 

a larger gyro-radius than the electrons. Ions move opposite to the electrons in this boundary 

layer. This generates a surface current, which separates the magnetosheath from the 

magnetosphere. The most fundamental conclusion of Chapman and Ferraro was that a boundary 

would form between the solar wind and magnetosphere, and that the solar wind would 

essentially fail to penetrate the space near Earth. This is called a ‘closed’ magnetosphere by 

Chapman and Ferraro (1930). The real Magnetopause apparently isn’t an ideal Chapman and 

Ferraro magnetopause. An ideal magnetopause Chapman-Ferraro or tangential discontinuity has 

no mass flow across the boundary, no energy flux, and no drag force. On the other hand, some 
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particles observed in the magnetosphere are from the solar wind. This suggests that particles 

penetrate into the magnetosphere across the magnetopause. 

 

Figure 1.4: Illustration of particle dynamics at Chapman-Ferraro-Type. Figure downloaded from 

Magnetopause. http://how.gi.alaska.edu/ao/msp/chapters/chapter8.pdf. 

 

1.4 Magnetopause Instabilities and Oscillations  

The outer boundary of the Earth’s magnetosphere, the magnetopause is constantly in 

motion and hence unstable. Understanding the mechanisms responsible for these motions and 

instabilities at the magnetopause boundary has been the topic of many papers in recent years 

(The importance of this topic lies in the fact that instabilities at the magnetopause control the 

transport of mass, momentum, and energy into the magnetosphere. 

Numerous researchers have performed observational studies of magnetopause motions to check 

CHAPTER 8. THE MAGNETOPAUSE 123

Figure 8.8: Sketch of the MP currents.

close in a simple way into itself. There is also no simple concept like a frozen-in condition applicable
to current density. Currents are not bound to a particle plasma element.

Local Magnetopause Current

The local origin of the magnetopause current can be understood from the basic particle dynamics.
Ions impinging on the magnetosphere have a larger gyro-radius than the electrons (Figure 8.9). Be-
cause of the larger gyroradius one expects them to determine the thickness of the magnetopause
to approximately the ion gyro-radius. Ions move opposite to the electrons in this boundary layer.
This generates a surface current which separates the the magnetosheath from the magnetosphere and
change the magnetic field accordingly.

However, the typical magnetopause width is significantly larger than an ion gyro-radius (by about an
order of magnitude). The reason for this discrepancy are the collective plasma effects which are not
included in the above simplified model. To better understand the magnetopause (and other currents in
the magnetosphere) we have to consider these collective effects for instance by using the fluid plasma
equations. For the resulting drifts it is often important to consider gyrotropic pressure.
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various theories related to instabilities and to understand the origin of plasma transport at the 

magnetosphere boundary (Southwood, 1968; Kivelson and Chen, 1995; Lockwood, 1991). This 

transfer of plasma and momentum through the boundary is verified by the existence of the 

magnetotail (Freeman et al. 1968). However, there is no unanimous agreement about the exact 

physical mechanism involved in the plasma entry. Several mechanisms presumably contribute to 

these motions which are well correlated with conditions in the solar wind and can be divided into 

three distinct driving mechanisms: oscillations driven by variations in the solar wind dynamic 

pressure and magnetosheath (Sibeck et al. 1990,1991), intrinsic instabilities of the boundary 

layer such as the Kelvin-Helmholtz (KH) instability driven by the strong velocity shear at the 

dawn and dusk magnetopause (Southwood, 1968; Walker, 1981; Wu, 1986), and reconnection-

related phenomena or Flux Transfer Events (FTEs) which are oscillations driven by the large 

magnetic shear between the geomagnetic field and the interplanetary magnetic field (Song et al. 

1988). Among these mechanisms, magnetic reconnection and KH instability are considered to be 

two of the most important mechanisms for plasma transport across the Earth’s magnetospheric 

boundary layer. Magnetic reconnection is considered to be the dominant process during 

southward interplanetary magnetic field (IMF), and KH instability has been suggested to play an 

important role under northward IMF condition. In the subsequent sections the concept of 

reconnection and also the KH instability will be briefly discussed.  

1.4.1 Magnetic Reconnection 

Magnetic reconnection primarily means reconfiguration of two different magnetic field 

topologies in which plasma elements that are initially connected to one magnetic field become 
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attached to another magnetic field. The concept of magnetic reconnection was first proposed by 

Giovanelli (1947) to be the mechanism that breaks the frozen-in condition and causes heating 

and acceleration of plasma in solar flares. Fred Hoyle, a famous British astronomer, assigned 

Giovanelli’s idea as a project to his graduate student James Dungey. Dungey studied oppositely 

directed magnetic field lines separated by a thin current sheet as shown in Figure 1.5(a). The 

ideal MHD magnetic induction equation can be derived by substituting the ideal Ohm’s law 

Equation (1.1) into Faraday’s law Equation (1.2) as shown in Equation (1.3). When a field obeys 

the magnetic induction equation, plasma remains “frozen” into the field. 

 !+ !×!! = 0 (1.1) 

 
∂!
∂! = − 1! !×! (1.2) 

 
∂!
∂! = !× !×!  (1.3) 

In other words, the bulk plasma flow carries not only the particles but also the magnetic 

field B along with it. This means two particles connected by a single magnetic field line at one 

time t would remain connected by the same field line at the later time t + dt. Therefore, this 

“frozen-in” condition prohibits any changes in magnetic field line topology. However, Dungey 

suggested that by introducing a finite resistivity into the ideal Ohm’s Law equation (1.1) the 

topology of magnetic field lines would be able to change near a magnetic neutral point: 
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 ! = − !×!! + !! (1.4) 

This would enable magnetic field lines to cross-connect at the x-line in the center of 

Figure 1.5(b). The tension in the newly formed field lines would propel those field lines away 

from the x-line. Once outside of the dissipation region near the x-line, the frozen-in condition 

holds once again, and so the magnetic field drags plasma along with it downstream.  

 
(c) 

 
Figure 1.5: Topological structure of 2D reconnection (a), (b), and (c) Dungey’s reconnection 

model (1961): locations of magnetic reconnection at sub- solar magnetopause as well as in tail plasma 

sheet. 

Dungey invented the term “magnetic reconnection” to describe this process. He proposed 

the two possible locations for magnetic reconnection in the magnetosphere: the sub- solar 

magnetopause and the tail plasma sheet as depicted in Figure 1.5(c). The primary consequence of 

this reconnection process is that the two plasma populations, which were originally on separate 

and isolated flux tubes, are now on the same flux tube and can easily mix. 

Figure 1.3: (a) The initial setup of oppositely directed magnetic fields separated by

a sheet of current into the plane. (b) As the current sheet thins, upstream plasma

is pulled into the x-line at the center, where the magnetic field lines cross-connect

and accelerate away from at the center at the Alfvén speed (dragging plasma along

with it) cA.

frequency !pi =
p
4⇡nie2/mi and e is the electron charge). This is because for ideal

MHD, substituting the ideal Ohm’s law Eq. (1.8) into Faraday’s law Eq. (1.6) gives

the magnetic induction equation

@B

@t
= r⇥ (v ⇥B) (1.9)

where v is the bulk plasma flow. Helmholtz’s second theorem states that when

a field obeys this induction equation, the plasma remains “frozen” to that field.

In other words, the bulk plasma flow carries not only the particles but also the

magnetic field B along with it, so that two particles connected by a single magnetic

field line at one time t would remain connected by the same field line at some later

time t+�t. This “frozen-in” condition therefore prohibits any changes in magnetic

field line topology, as exhibited in Fig. 1.3(b).

On the other hand, Dungey proposed that by introducing a finite resistivity ⌘

8
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(b)
Fig. 1: (a) Dungey’s reconnection model (after Dungey,
1961); (b) Schematic of standard reconnection (SMR)
model.

The SMR hypothesis has been questioned
and challenged by many scientists in the
last few decades (e.g., Alfvén, 1977, 1981,
1983; Lemaire, 1977; Lemaire and Roth
1978; Heikkila, 1982, 1990; Sonnerup,
1984; Akasofu, 1985, 1998; Schindler et
al., 1988; Song, 1988, 1998; Lundin, 1989;
Sibeck et al., 1989; Fälthammar, 1990;
Lui, 1991; Woch and Lundin, 1992; Phan
et al., 1994; Song and Lysak, 1994, 1995,
2001b; Haerendel, 1996; Rostoker, 1999).
These challenges have enhanced our
understanding of dynamical processes in
active plasma regions.

We propose that the nonlinear interactions
between (i) fast mode wave packets and
the current sheets on the magnetopause and
in the tail, and (ii) the incident and
reflected shear Alfvén wave packets in the
auroral acceleration region, are often the
key physical processes occurring in these
active plasma regions.  These interactions
may cause the localized breakdown of the
frozen-in condition, allowing a further
nonlinear MHD wave mode conversion
(NWMC) to occur.  The generation of a
parallel electric field during NWMC may
lead to the acceleration of charged particles
and the formation of charge holes.

2. From the SMR hypothesis to the
general magnetic reconnection (GMR)
model

The SMR hypothesis (e.g., Dungey, 1961)
asserts that the solar wind!magnetospheric
interaction is not purely hydrodynamic, but
also hydromagnetic; moreover, it
emphasizes the importance of the break-
down of the frozen-in condition in mag-
netospheric physics.  The SMR model
approximates an average qualitative
description for many IMF controlled
effects, such as the strong dependence of
the geomagnetic activity on the IMF Bz
component.

Despite the qualitative success of the SMR,
there has been a lack of critical and careful
examination of the fundamental theory
based on observational facts.  During the
past few decades, many crucial obser-
vations of physical processes occurring in
active magnetospheric plasma regions
conflict with the SMR hypothesis, causing
numerous controversies (e.g., Alfvén, 1977,
1981, 1983; Lemaire, 1977; Lemaire and
Roth 1978; Heikkila, 1982, 1990;
Sonnerup, 1984; Akasofu, 1985, 1998;
Schindler et al., 1988; Song, 1988, 1998;
Lundin, 1989; Sibeck et al., 1989;
Fälthammar, 1990; Lui, 1991; Woch and
Lundin, 1992; Phan et al., 1994; Song and
Lysak, 1994, 1995, 2001b; Haerendel,
1996; Rostoker, 1999).  These issues are
often ignored or overlooked (Akasofu,
1998), as their resolution inevitably
requires a drastic paradigm shift.  It is
often difficult to challenge a “generally
accepted” model, especially when offering
alternative explications for previously
explained physical phenomena.

It is obvious that the oversimplified SMR
hypothesis describes only a quasi-steady
state in a specific configuration, and is
unable to provide a comprehensive
description for a three-dimensional, time-
dependent and localized dynamical
process.
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1.4.2 Kelvin-Helmholtz Instability 

Kelvin-Helmholtz instability is a fluid instability, which is applicable to plasma dynamic 

excited by a velocity shear (Chandrasekhar, 1961). It can be consider both hydrodynamics and 

hydro magnetics instability. The principle difference between hydrodynamics and hydro 

magnetics is the presence of the magnetic field, which can stabilize the instability when it lies 

parallel of the flow shear vector. Dungey (1955) proposed the idea that Kelvin-Helmholtz 

instability occurs at the magnetopause boundary. Soon after that, theoretical attempts to describe 

the instability at the magnetopause boundary were followed (Parker, 1963; Sen, 1963; Fejer, 

1964; Southwood, 1968; Kivelson and Pu, 1984). These early works resulted in necessary 

conditions for the onset of the KH instability at the magnetopause boundary, which is valid for 

incompressible plasmas separated by a tangential discontinuity (Hasegawa, 1975), which will be 

discussed in the next section.  

1.4.2.1 Theoretical view 

The linear dispersion relation for KH instability for the most ideal case is derived in this 

section. A smooth boundary in MHD scale and incompressible plasma perturbations are assumed 

(Hasegawa, 1975). Assuming δx is a small displacement from equilibrium then the velocity of 

perturbation of plasma fluid from equilibrium can be defined as δ! = dδx/dt. The strategy is to 

linearize the induction equation (1.3) and momentum equation (1.5) and find an expression for 

displacement δx.  
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!!!!!V
!" = −!P− 1

!!B
× !×! ! (1.5) 

The linearized induction equation is 

 δ! = !×(δx!×!!!!) != !!! · !δx− δx · !!! − !!! · δx (1.6) 

Where it has been integrated with respect to t. The linearized momentum equation is 

 !!!!!!!! !! !!! = −!!!!" − !!× !×!! − !!× !×!!  (1.7) 

The first order variation in the total pressure is  

 !!δp!"! = !!δp+ !! ∙ δ! (1.8) 

By using standard vector operations and eliminating the magnetic field perturbation from 

Equation (1.7) and (1.8) and using Equation (1.6): 

 !!!! !! ∙ ! ! − !!
!!! !! = !!!!"! + ! (1.9) 

 ! = !! ∙ ! δx ∙ ! !! + !! ! ∙ δx − δ! ∙ ! !! (1.10) 

Where !! = !! !!m!n!
! ! is the Alfven velocity and the vector C contains the remaining 

terms. By taking the divergence of Equation (1.9) and assuming that ! ∙ ! = 0 and ! ∙ δ! = 0, 

another equation can be derived for the total pressure variation: 
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 !!δ!"#" = −!!! ∙ n!d!δx/dt! + 1/!!!× δ! ∙ ∇!! + !! ∙ !δ!  (1.11) 

Now, by assuming that the plasma density and the magnetic flux density are uniform 

except at the boundary surface and that the perturbation can be regarded incompressible so 

that!! ∙ δ! = ! ∙ δx = 0, the right hand side of Equation (1.11) vanishes. That derives the 

necessary wave equation for the pressure perturbation as a simple Laplace equation: 

 !!δ!"#" = 0 (1.12) 

Because this is a Laplace equation, if we assume a wave-like perturbation along the 

boundary surface, the solution exponentially decays away from the surface and is called a 

surface wave: 

 !!!"! = !! exp −! ! exp −! !" − !!! − !!!  (1.13) 

Where k2 = k2
x+k2

z. Let consider the boundary to be in the (x, z) plane and assume plane wave 

solutions for both δx and δptot with wave number k = kx ex + kz ez and frequency ω. Then, the 

plasma displacement δx corresponding to this pressure perturbation is derived from Equation 

(1.9). The quantity C in Equation (1.10) that represents the coupling between the surface wave 

and Alfven wave vanishes in uniform plasma and δx then can be expressed as 

 δ! = !!!"!
!!!! !! − k ∙ v! !  (1.14) 

The boundary is considered as a tangential discontinuity, i.e. a boundary through which there is 
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no plasma flow and Bn = 0, but where Vt , Bt , n, and p may jump. Therefore, the boundary 

conditions are taken to be the continuity of total pressure δptot and of the normal component of 

displacement δx. The two sides of the boundary are considered by 1 and 2 and let the plasma 

stream with velocity V0 in region 1 and let the fluid in region 2 be in rest. We should note that ω1 

is Doppler shifted with respect to ω2, ω1 =ω2 - k.v0. Because the total pressure p +B 2 /2µ0 is 

continuous, the continuity of the normal component of the displacement yields the dispersion 

equation for the KH waves: 

 
1

!!" !! − ! ∙ !!! ! + 1
!!" ! − ! ∙ !! ! − ! ∙ !!! ! = 0 (1.15) 

This equation is quite similar to the equation for hydrodynamic instability but instead of 

plasma oscillations the unstable modes are Alfven waves. The dispersion equation has an 

unstable solution: 

ω = !!"!! ∙ !
!!" + !!"

± ! !!" + !!" !!" !!! ∙ ! ! + !!" !!! ∙ ! ! − !!"!!" ! ∙ ! !

!!" + !!"
 (1.16) 

The real root for ω is 

 !!! =
!!"! ∙ !!
!!" + !!"

 (1.17) 

Corresponding to the complex root for ω  
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 ! ∙ !! ! > !!" + !!"
!!"!!"

!!" ! ∙ !!! ! + !!" ! ∙ !!! !  (1.18) 

The KH instability occurs thus for sufficiently large V0. For small V0, and perpendicular 

magnetic field k would have to be too large, i.e., the wavelength too short for the MHD 

description to be valid. This is for MHD fluid and it is ideal, incompressible, and with an 

isotropic pressure. The first term in Equation (1.18) represents the destabilizing effect by the 

velocity shears between the two sides of the boundary, while the second and third term implies 

the stabilizing effect of the magnetic field on the fluid’s movement. The stabilizing effect of the 

magnetic field as the result of a force is clear, which attempts to resist ripples in the 

magnetopause maintaining straight magnetic field lines. The growth rate of the vortices depends 

on the B, k, and ∆V relative direction. If B1 and B2 are perpendicular to k, then the right-hand 

side vanishes and (V0·k)
 2 > 0. This implies that the boundary is unstable to an arbitrarily small 

shear across the boundary (Parks, 2004). 

An incompressible KH model that assumes a tangential discontinuity (TD) at the 

boundary interface predicts a growth rate that is an increasing function of the wave number, k. 

This implies that a continuum of wavelengths will be excited and the smallest wavelength 

disturbances will grow the fastest. This theoretical result contradicts the magnetopause surface 

wave observations where monochromatic waves with well-defined wavelengths are typically 

seen (Takahashi et al. 1991; Chen et al. 1993).  

Since Equation (1.18) is only valid for incompressible plasmas separated by a tangential 

discontinuity, the next level of sophistication in KH models came from the effects of 
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compressibility and/or a boundary layer thickness. All the studies attempted to quantify the 

effects of compressibility and boundary layer thickness (Ong and Roderick, 1972;Walker, 1981; 

Pu and Kivelson, 1983a,b; Miura and Pritchett, 1982) have found that both compressibility and 

boundary layer thickness have stabilizing effect on KH waves growth.  

1.4.2.2 Effect of boundary layer thickness 

The importance of treating finite thickness of the shear layer was emphasized by Lerche  

(1966). He showed that the Hydromagnetic analysis of the KH instability of shear layers of zero 

thickness leads to an inconsistency. The stability criterion depends on the phase velocity of the 

various modes, and therefore the highest growth rate occurs for the shortest wavelength 

disturbances. However, for very short wavelength perturbations the thickness of the shear layer 

should be taken into account. Also, Satellite observations of magnetopause crossings revealed a 

thin, viscous boundary layer at the magnetopause, called the Low-Latitude Boundary Layer 

(LLBL) (Hones et al. 1972; Eastman et al. 1976). The existence of a thin boundary layer near the 

magnetopause confirmed that modeling the magnetopause, as a tangential discontinuity was 

inaccurate.  

In this section we will discuss briefly the result of the study completed by Ong and 

Roderick (1972) who consider a shear layer of thickness 2d in the y-z plane of a Cartesian 

coordinate system as shown in 1.6. The layer separates two regions of infinitely conducting 

fluids. In these regions, the fluid and electromagnetic field properties are constant. The magnetic 

field is tangential to the layer and its variation is arbitrary. The fluid velocity has been 

transformed in a way such that the constant flow velocities in regions III and I are given by 



17 

 

positive and negative V0z respectively. Its variation through the layer is assumed to be linear.  

 

Figure 1.6: Shear Boundary layer Ong and Roderick (1972). 

They started by linearizing the simple Laplace equation for the pressure perturbation 

across the boundary similar to Equation (1.12) but for three different regions including boundary 

thickness. In the equilibrium state the pressure balance across the layers is given by  

 !! +
!!!
2!! !

= !! +
!!!
2!! !!

= !! +
!!!
2!! !!!

 (1.19) 

The dispersion equation is calculated from a complete set of ideal MHD and equation 

1,19 analytically, but the roots ω (the complex frequency), had to be evaluated numerically. The 

typical growth rate ϒ versus the dimensionless wave number κis shown in Figure 1.7. The 

growth rate curves shown are for a relatively large value of A, the Alfven Mach number, based 

on the parallel component of the magnetic field. The well-known results for the case of a zero 

thickness shear layer are also shown for comparison. The results show the existence of a critical 

wave number κc, such that for κ > κc the growth rate of the disturbance is zero. Furthermore, for 

2 R. S. B. ONG and N. RODERICK 

FORMULATION OF THE PROBLEM 

Consider a shear layer of thickness 2d in the y-z plane of a Cartesian coordinate system 
as shown in Fig. 1. 

FIG. 1. SHEAR LAYER MODEL. 

The layer separates two regions of infinitely conducting fluids. In these regions the fluid 
and electromagnetic field properties are constant; they vary only inside the layer as shown 
in Fig. 1. The magnetic field is tangential to the layer and its variation is arbitrary. The 
fluid velocity has been transformed in a way such that the constant flow velocities in regions 
I and III may be given by u ,,z = f Y respectively. Its variation through the layer is assumed 
to be linear. The equilibrium magnetic field is taken to be of the form 

B, = B,(x)ZV + b,& 

where b,, is constant. As our model we shall use the ideal hydromagnetic equations with an 
isotropic pressure tensor. The fundamental equations are: 

aP z+divpv=O 

=-gradp+jxB 

E+vxB=O 

curl E = - e 
at 

curl B = p,,j (5) 
div B = 0. (6) 

The electric field may be eliminated in equations (3) and (4) to obtain the magnetic field 
transport equation 

g+r.gradB=B.gradv+Bdivv. (7) 

The above set of equations may then be closed by the specification of an appropriate pressure 
density relation. 
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a shear layer of a certain thickness the parallel component of the magnetic field tends to stabilize 

the flow with respect to long wavelength disturbances. In summary, the finite thickness of the 

shear layer stabilizes the KH waves in regard to short wavelength perturbations. With respect to 

long wavelength disturbances, it limits the growth rate to finite values. A parallel magnetic field 

component b tends to stabilize the layer even further, yet it slightly extends the value of the 

critical wave number. 

 

Figure 1.7: Growth rate versus wave number. Effect of the boundary layer thickness and parallel magnetic 

field. A is Alfven Mach number from Ong and Roderick (1972). 

1.4.2.3 Effect of compressibility 

To solve Equation (1.19) in presence of compressibility (the density is variable), the full 

form of the continuity equation has been used. The adiabatic equation of state was also has been 

used to complete the set of equations. The dispersion relation has been solved numerically by 

6 R. S. B. ONG and N. RODERICK 

equation and its solution are independent of the variation of B,,. The magnetic field com- 
ponent perpendicular to the direction of the wave normal of the disturbance and the flow 
velocity does not affect the stability of the shear layer. The same result was obtained in the 
case of a zero thickness shear layer with a constant perpendicular magnetic field (Chand- 
rasekhar, 1961). 

The dispersion relation is obtained from the condition that the normal displacement, 
normal component of the magnetic field, and normal component of the stress be continuous 
at the edges of the shear layer. Continuity of the normal displacement of the interface is 
the same as requiring 6 to be continuous. The normal stress condition is obtained by in- 
tegrating Equation (24) across the interface from Er,s - E to &s + E and taking the limit 
as E -+ 0. (&s means the interface edge Er or &). Hence the interface conditions are 

~1.m = 0 

A,,, 
d8 

(t” - a2);iS 1 = 0 
(28) 

where A1,2[ ] indicates the jump in the quantity inside the square bracket at the interface 
edge & and 12. Since .$ is continuous at 5r and E2 the second relation becomes 

A 
dd 

1.2 G = [I 0. 

For AI, A,, A+ and A_ non-zero we obtain the following dispersion relation: 

Q4 + Q2[k - 2k2{1 + (1/A2)} - ${I - exp (-4k)}] 

+ k4(A2 - 1)2/A4 - k”(A2 - l)/A2 + $k2{l - exp (-4k)) = 0. (30) 

For A + to this reduces to the dispersion relation in the hydrodynamic case with no mag- 
netic field. We evaluated (30) numerically and the typical growth rate versus the dimension- 
less wave number is shown in Fig. 2. The c, # 0 growth rate curves shown are for a relatively 
large value of the Alfv6n Mach number based on the parallel component of the magnetic 

K 

FIG.~. GROWTHRATEVS.WAVENUMBER. EFFECTSOF~~ITELAYERTHICRNESS ANDPARALLEL 
MAGNETIC FIELD. 
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Ong and Roderick (1972). The growth rate of the instability is shown in Figure 1.8 as a function 

of the dimensionless wave number k for a fixed value of M (Magneto sonic) Mach number. The 

result shows that the compressibility effects (M=0.05 and M=0.1) tend to lower the growth rate 

of the instability from that of the incompressible case (M=0), and it also reduces the value of the 

critical wavenumber kc. 

  

Figure 1.8: Growth rate versus wave number. Effect of the boundary layer thickness and compressibility. 

M is Magnetosonic Mach number from Ong and Roderick (1972). 

The previous analysis of Ong and Roderick (1972) was restricted to the small 

compressibility with M << 1 which is not applicable in earth’s magnetospheric boundary. Miura 

and Pritchett (1982) carry out the general stability analysis for sheared MHD flow of finite 

thickness in compressible plasma. They uses arbitrary orientations of the magnetic field B0, 

velocity flow v0, and wave vector k in the plane perpendicular to the velocity gradient with no 

ON THE KELVIN-HELMHOLTZ INSTABILITY OF THE EARTH’S MAGNETOPAUSE 9 

For $ = 0 this relation reduces to that obtained in the hydrodynamic incompressible case. 
The dispersion relation (37) is solved numerically and the growth rate of the instability is 
shown in Fig. 3 as a function of the dimensionless wave number k for a fixed value of Ma. 

The result shows that the finite thickness of the layer does stabilize the short wavelength 
disturbances which were found to be unstable in the zero-thickness limit. Similar results 
were obtained by Schuurman (1969) who studied the finite thickness layer with no magnetic 

Fro. 

K 

3. GROWTH RATE vs. WAVE NUMBER. Emcrs OF FINITE LAYER THICKNESS AND 
c0MPREssIBIL1TY. 

field. Again the growth has a finite value for each wavenumber. Also compressibility 
effects tend to lower the growth rate of the instability from that for the incompressible case, 
and it also reduces the value of the critical wave number kc. However the perpendicular 
magnetic field does have an effect when the flow is compressible; it increases the growth 
rate towards the incompressible value. This is so since J3,, # 0 implies c, > c, and Ma is 
then reduced. Hence in this sense the magnetic field tends to be destabilizing. These results 
agree qualitatively with those obtained when the layer thickness is neglected. For a zero 
thickness shear layer Miles (1958) found that compressibility effects stabilize the flow, 
and Fejer (1964) showed that a perpendicular magnetic field tends to be destabilizing. 
However, the zero thickness assumption always yields an increasing growth rate as the wave 
number increases. For comparison these are also shown in Fig. 3. When M is not small, 
then we must have k > 1 in order for the expansion to be valid. In this case the growth 
rate is reduced to zero by the finite thickness of the layer. 

CONCLUSION 

We have studied two cases of the K-H instability which approximate the low latitude 
magnetopause problem. In both cases the finite thickness of the shear layer is shown to 
stabilize the short wavelength perturbations, which were previously found unstable in the 
zero thickness analysis of the hydromagnetic K-H problem. Furthermore in the case of 
incompressible flow the component of the magnetic field perpendicular to the flow velocity 
and the direction of propagation of the disturbances has no effect on the instability. On the 
other hand the parallel component of the magnetic field reduces the growth rate of the 
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restrictions on the sound or Alfven Mach numbers. Therefore, the results of this general analysis 

is more realistic to discuss the stability of sheared plasma flow in astrophysical situations such as 

the solar wind flow at the earth's magnetospheric boundary. Hear we will discuss briefly some of 

the key points of their results by discussing dispersion curves for the growth rates shown in 

Figure 1.9. 

Figure 1.9 shows the growth rate for the transverse case as a function of wave number for 

different flow speeds. The growth rate is normalized in terms of V0/2a, and the wave number is 

normalized by the shear scale length 2a. Dashed line represents for incompressible flow with a 

shear layer of zero thickness and the uppermost solid curve represents incompressible case (Mf 

=0) with finite thickness. The growth rate for the incompressible case reaches a maximum for 

2kya ~ 0.9 and reaching zero for kya =1. As the Mach number Mf increases from zero and the 

compressibility becomes important the normalized growth rate is reduced considerably. In 

addition, the wave number of the fastest growing mode, kym, and the critical wave number, kyc, 

are shifted toward smaller values. This behavior of kym and kyc is consistent with the results 

obtained by Ong and Roderick (1972) in the small compressibility limit (Mf <<1). When Mf >2, 

the shear layer is no longer unstable. Therefore, the substantial part of the dayside magnetopause 

should be unstable to the KH instability except near the stagnation point of the solar wind flow 

where the velocity is not large enough to overcome the stabilizing effect of the magnetic field 

line tension and the far downstream boundary, where the magnetosonic Mach number is much 

larger than one. Moreover, the figure shows for a wide range of Mach numbers, the fastest 

growing mode occurs at kyΔ = 0.5-1. The figure also shows that decreasing magnetosonic Mach 

number leads the growth rate to increase. Decreasing magnetosonic Mach number implies that 
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perpendicular magnetic field magnitude increases. Therefore, the perpendicular magnetic field 

has a destabilizing effect.  

 

Figure 1.9: Normalized growth rate for KH instability with flow perpendicular to magnetic field  

Maximum growth occurs when, kyΔ ∼ 0.5 − 1, where ky is the wave-vector along the flow direction and Δ 

= 2a is the width of the shear layer from Miura and Pritchett (1982) . 

In the magnetosphere, the compressible effects cannot be ignored at the low‐latitude 

boundary layer region because the plasma β can be near unity (Fairfield, 1979). Moreover, the 

compressibility has a stabilizing effect on the instability when the relative shear flow speed 

sufficiently exceeds the magnetosonic speed. Thus a compressible MHD approximation is 

needed to describe the solar wind plasma within and out of the magnetosphere.  

J.R. Johnson et al.

Fig. 2 Normalized growth rate for nonlocal analysis of K–H instability with flow perpendicular to the mag-
netic field (Miura and Pritchett 1982). Note that maximum growth occurs when, ky! ∼ 0.5 − 1, where ky is
the wavevector along the flow direction and ! = 2a is the width of the shear layer

asymmetry. Shears in the diamagnetic drift resulting from large pressure gradients could
also lead to K–H instability even in regions where plasma convection velocities are small
(Miura 2001).

Compressibility provides stabilization at large velocity shear (Miura and Pritchett 1982;
Pu and Kivelson 1983; Miura 1992; Mann et al. 1999; Taroyan and Erdélyi 2002; Kobayashi
et al. 2008). When the wave phase velocity becomes the order of the fast magnetosonic wave
speed, a propagating wave leaks energy away from the surface without damping. One con-
sequence is that K–H is stabilized at larger sonic Mach number, which implies that K–H
instability would be more stable at the tail magnetopause than at the dayside to flank mag-
netopause (Miura 1992). On the other hand, Kobayashi et al. (2008) showed the K–H insta-
bility can grow for high sonic Mach regimes when coupled with the formation of a shock.

Compressional waves originating in the magnetosphere can also be amplified as they re-
flect from the velocity shear layer, leading to instability of waveguide modes in the magne-
totail (Mann et al. 1999). If there is an inner boundary, such that the wave energy is reflected
back into the shear layer the wave is always unstable, even at large velocity (Turkakin et al.
2013). There are also primary and secondary instabilities associated with coupling to the
fast and slow waves, but energy transport into the inner magnetosphere is most effective for
the primary waves (Turkakin et al. 2013).

Stability analysis can also depend on whether the problem is cast as an initial value prob-
lem or as a boundary value problem (Cushman-Roisin 2005). In the literature, as discussed
above, the K–H instability is almost always discussed as an initial value problem with an as-
sumed velocity shear profile. However, in most space applications K–H is a convective mode
that is primarily determined by the upstream boundary condition. The threshold condition



22 

 

1.4.3 Ubiquity of Kelvin-Helmholtz Instability throughout Universe 

Kelvin-Helmholtz waves are apparently everywhere, from our sky to solar system as shown in 

Figure 1.10. There have been many observations evidencing the existence of KH waves in our 

universe from the breaking wave patterns made in clouds (Figure 1.10d), the ocean's surface, our 

earth’s magnetopause, to the swirling atmosphere of Jupiter (Figure 1.10b). KH instability in its 

MHD form is believed to be important in a variety of space and astrophysical contexts: At the 

magnetopause of Saturn (Masters et al. 2009) as shown in (Figure 1.10c), Jupiter’s red spot 

(McComas and Bagenal, 2008), waves at the Earth’s flank magnetopause (Fairfield et al. 2000, 

2003; Hasegawa et al. 2004b, 2006), the leading and trailing edges of high-speed solar wind 

streams (Neugebauer and Buti, 1990), auroral arcs (Asamura et al. 2009; Chaston and Seki, 

2010), the Heliopause boundary (Wang and Belcher, 1998), at the magnetopause of Mercury 

(Slavin et al. 2008; Boardsen et al. 2010), and around unmagnetized planets, for example at the 

Ionopause of Venus (Pope et al. 2009) and in the induced magnetosphere of Mars (Gunell et al. 

2008). 

The KH instability is also considered to play important roles in many solar physical 

systems, such as at a surface of a coronal mass ejection (Nykyri and Foullon, 2013) as shown in 

(Figure 1.10a), in the pulsar wind (Bucciantini et al. 2005), and in various astrophysical jets 

(Lobanov and Zensus, 2001). These observations have shown that this instability plays a key role 

in the solar wind interaction with many of the planetary environments. 
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Figure 1.10: (a) KH waves observed at  Sun. (b) observed at atmosphere of Jupiter (c) observed at Saturn 

(d) breaking wave pattern made in clouds. 

 

d 
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1.5 Outline of Thesis 

The main focus of this thesis is the observational statistical study of magnetopause 

crossings looking for KH wave signatures through the entire THEMIS mission.  

Chapter 2 describes in detail the criteria, which we have used to identify the KH events at 

the flank magnetopause as well as our methods of distinguishing them from other possible 

mechanisms such as FTEs.  

Chapter 3 presents the statistical results from our seven years of THEMIS (2007-2013) 

magnetopause crossings and KH database. A part of this chapter is published in Nature Commn 

(Kavosi and Raeder, 2015).  

In Chapter 4, results of Global MHD simulation of KH instability using Open Geospace 

General Circulation (OpenGGCM) model is presented. The first part of this chapter presents the 

results of OpenGGCM simulation from constant solar wind input and the second part presents 

OpenGGCM simulation of a KH event observed by THEMIS.  

Finally, Chapter 5 concludes the thesis by summarizing the most important conclusions 

and their potential applications to future missions. 
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Chapter 2 

2.Kelvin-Helmholtz vortices at Earth’s 

Magnetopause 

2.1 Introduction  

Kelvin-Helmholtz waves grow along a velocity shear layer on the flank magnetopause 

and eventually develop to nonlinear rolled up vortices (Fairfield, 2000) as shown in Figure 2.1. 

KH waves at the magnetopause can significantly change the energy levels of Earth’s radiation 

belts (Elkington, 2006). The KH waves also can stimulate magnetospheric ultra-low frequency 

waves and transfer energy into the magnetosphere (Walker, 1981; Rae et al. 2005). To better 

understand how they have an impact on the radiation belt, excite the ULF waves, and transfer 

mass and energy into the magnetosphere, we need to rely on spacecraft data. The observational 

data provide the necessary facts to address these key questions. The identification of rolled-up 

vortices by in-situ measurements is therefore an important task towards establishing the 

mechanisms by which solar wind plasmas enter the magnetosphere, and to understand the 

conditions under which the vortices form.  

Text
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In the first part of this chapter we review the numerical and observational studies, which 

have been done on detections, properties, and behavior on KH vortices at the magnetopause. 

Then we give a brief review on mechanisms by which energy and plasma transfer via KH 

vortices into the magnetosphere. 

In the second part of this chapter we focus on methodology to identify KH waves at the 

magnetopause from spacecraft observations. Also, how the waves can be distinguished from 

other possible phenomena that oscillate the magnetopause such as waves driven by solar wind 

fluctuations and Flux Transfer Events (FTEs). This chapter also includes several examples of 

THEMIS observations of KH waves and FTEs at the magnetopause. All the examples presented 

in this section can be found in the supplementary materials of the author’s recent paper (Kavosi 

and Raeder, 2015). 

 

Figure 2.1: KH vortex at the Earth’s magnetopause adapted (Fairfield, 2000). 

KH&vortex&at&the&Earth’s&magnetopause&

! At the planetary magnetopause, the velocity shear between solar wind and 
magnetospheric plasmas increases with down tail distance. 

    "KH vortices would grow along the tail-flank magnetopause. 
 

      " Indeed, in-situ observations have confirmed the rolled-up vortices there. 
 

                                                                [e.g., Fairfield et al., 2000; Hasegawa et al., 2004, 2006, using Geotail, Cluster, THEMIS]. 
 

Q. Can the vortex-induced reconnection also occur there? 

[Hasegawa et al. ,2006]�
[Fairfield et al., 2000] 

Shocked
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2.2 Earlier studies: Simulations and Observations 

The KH instability has been widely studied with several types of computer simulations 

all with their respective advantages: MHD (Miura and Pritchett, 1982; Miura, 1984, 1987, 1992; 

Otto and Fairfield, 2000; Nykyri and Otto, 2001; Matsumoto and Hoshino, 2004, 2006) and Hall- 

MHD (Huba, 1996), which are useful to study the instability on large spatial scales. Hybrid and 

kinetic codes, which are needed to resolve the small-scale behavior and to study the plasma 

transfer mechanisms (Umeda et al. 2010; Thomas et al. 1991,1993; Fujimoto and Terasawa, 

1994; Nakamura et al. 2011, 2013). Also, various in-situ satellite observation signatures of the 

vortices have been found on the dusk and dawn flanks of the magnetosphere (Farrugia et al. 

2000; Hasegawa et al. 2004; Hasegawa et al. 2006; Hwang et al. 2011). 

Additionally, a combination of observations from single and multiple spacecraft with 

numerical simulations have frequently been used to explore and understand the KH instability 

(Takagi et al. 2006; Fairfield et al. 2007). Some studies explored the parameters favoring 

development of the instability, some focused on the properties and characteristics of the waves, 

and some addressed the plasma entry mechanism by the instability (Smet et al. 2002; Song and 

Russell, 1992) Ogilvie and Fitzenreiter (1989) used ISEE spacecraft observations in the 

magnetosheath, boundary layer to test instability criteria. Their results showed that the 

magnetopause is generally stable except for certain values of the k vector. Fairfield et al. (2000) 

used a Geotail observation of KH vortices under northward IMF condition. They showed 

nonlinear steepening of the waves on the leading edge of the wave rather than on the trailing 

edge consistent with MHD simulations of magnetic field fluctuations and plasma properties of 
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KH vortices reported by Otto and Fairfield (2000). 

Hasegawa et al. (2004) employed multipoint Cluster observations to provide direct 

evidence for rolled-up vortices on the flank magnetopause during an interval of northward IMF. 

They interpreted the results as evidence for transport of plasma via vortices that formed in the 

magnetotail boundary layer. Hasegawa et al. (2006) showed that the rolled-up vortices are 

detectable even from single-spacecraft measurements by using this feature of vertices: The 

fraction of low-density, magnetospheric plasmas exceeds that of the magnetosheath flow. They 

searched for events consistent with the rolled-up vortices among 18 Geotail observations under 

northward IMF. They showed that such rolled-up vortices do occur on both dawn and dusk 

flanks and are not rare for northward IMF. Hasegawa et al. (2009) studied an event on 20 

November 2001 of the equatorial magnetopause boundary layer simultaneously at ~1500 

magnetic local time (MLT) by the Geotail spacecraft and at ~1900 MLT by the Cluster 

spacecraft. Cluster detected rolled-up vortices generated by the KH instability under northward 

interplanetary magnetic field conditions. The observed KH wavelength was longer than predicted 

by the linear theory from the thickness (~1000 km) of the dayside velocity shear layer. Their 

analyses suggested that combined effects of the formation of the LLBL presumably through 

high-latitude magnetopause reconnection and compressional magnetosheath fluctuations on the 

dayside facilitate the KH wave excitation. They reported an excitation of current sheet at the 

trailing edges of the vortices with signatures of local reconnection. 

Fairfield et al. (2007) interpreted Geotail observations of magnetosheath magnetic field 

fluctuations during an inbound passage through the dusk equatorial region as evidence for KH 
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vortices in the boundary region. They ran a global MHD simulation, which reproduced the 

observed counterclockwise, polarized low frequency waves in the magnetic field and a region of 

high-velocity magnetosheath flow outside the magnetopause. Claudepierre et al. (2008) reported 

KH waves under purely southward IMF conditions using the LFM (Lyon"Fedder"Mobarry) 

global three-dimensional magnetohydrodynamic simulations (Lyon et al. 2004). They found two 

outer and inner KH modes propagating tailward along the magnetopause boundary. Hwang et al. 

(2011) presented the first in-situ observations of nonlinearly developed KH waves during 

southward IMF. Their analysis implied that the observed KH waves under southward IMF 

appear to be irregular and intermittent. These irregular and turbulent characteristics are more 

pronounced than previously reported KH wave events under northward IMF conditions. Farrugia 

and Gratton (2011) have shown that changes in the azimuthal velocity of the solar wind 

occurring at a discontinuity under a period of northward IMF excited large motions at the 

magnetopause. They reported that soon after the oscillatory character changed dramatically, 

higher frequency and smaller amplitude motions appeared. They argued the second oscillations 

to be magnetopause surface waves. And, by using the numerical simulation they found that the 

non-linear development of KH waves apparently speeded by the previous perturbations causing 

large vortical structures.  

Recently, Yan et al. (2014) reported THEMIS observations of KH vortices at the dusk 

flank of magnetopause under southward IMF conditions. Lin et al. (2014) collected Fourteen 

THEMIS events with rolled-up vortices signatures under northward IMF at the LLBL, and 42 

events from previously reported observations of the Geotail, Double Star TC-1, and Cluster. 

They performed a statistical study of the KH wave properties and explored the relationship 
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between the KH wave period, the solar wind velocity, and the IMF clock angle. They discovered 

that the KH period tends to be shorter under a higher and longer with a larger IMF clock angle. 

In general, the main objective of all these studies was to understand the plasma entry process 

within the KH vortex and the conditions, which favor for the mixing caused by vortices.  

2.3 Mass and Energy Transfer within Vortices  

The nonlinear stage of the KH wave, i.e. large"scale rolled"up KH vortices, facilitates 

solar wind entry into Earth’s magnetosphere. How this entry may be activated by rolled-up 

vortices is still unclear. Several different mechanisms have been suggested to be responsible for 

transfer of mass and energy. First, diffusive transport through the turbulent decay of KH vortices 

whose onset has been attributed to a secondary KH instability or Rayleigh"Taylor instability 

(Matsumoto and Hoshino, 2004, 2006). Second, reconnection between stretched field lines due 

to the vortex motion (Otto and Fairfield, 2000; Nykyri and Otto, 2001; Otto and Nykyri, 2003; 

Nykyri et al. 2006; Nakamura et al. 2006, 2008). And third, kinetic Alfvén waves (KAWs) 

through a mode conversion from KH surface waves (Chaston et al., 2007). These processes can 

trigger plasma transport and mixing within or at the edge of rolled"up vortices. They are believed 

to play a crucial role in the evolution of the KH vortices structure and ultimately to form a broad 

mixing layer at Earth’s dawn/dusk flanks.  

2.3.1 Magnetic Reconnection�  

The KH instability in its nonlinear stage can develop small-scale filamentary field and current 
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structures at the flank boundaries of the magnetosphere. It has been shown previously with MHD 

simulations that magnetic reconnection can occur inside these narrow current layers, resulting in 

plasma transport from the solar wind into the magnetosphere.  

Hu and Liu (1986) were the first to suggest the idea of vortex-induced reconnection. 

They stated, “ If there is a strong velocity shear in the space plasma sheath the KH instability is 

excited to produced large scale fluid vortices. The magnetic field lines are twisted within the 

vortices generating local reconnection’’. Later in the simulations performed by Otto and Fairfield 

(2000) and Nykyri and Otto (2001), the rolled-up structure of the KH waves was shown to be 

associated with a twisting of the magnetic field lines.  

The simulation results reported by Nykyri and Otto (2001) showed that the vortex motion 

eventually starts forming sheaths of anti-parallel magnetic field lines shown in Figure 2.2. They 

reported that internal reconnection is enabled inside the vortex with the consequence that packets 

of plasma and magnetic flux are transported between the two domains. Similar observations have 

been made by Nakamura and Fujimoto (2005, 2006, 2008). Hasegawa et al. (2009) confirmed 

that the vortex-induced reconnection (VIR) commonly appears at the Earth’s magnetopause 

because magnetic shear (current sheet) always exists at the magnetopause. 
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Figure 2.2: Schematic of reconnection in a K–H Vortex from Nykyri and Otto (2001). 

2.3.2 Secondary Instabilities and Turbulence�  

Plasma mixing can also occur in the absence of reconnection. In the low latitude 

magnetopause context, another important secondary vortex instability is the Rayleigh 

Taylor (RT) instability (Matsumoto et al. 2004, 2006) which can develop inside the KH vortices 

and sometimes refer to vortex-induced Rayleigh-Taylor instability. As the vortex rolls up, the 

structure becomes highly disposed to turbulent flows and secondary instabilities (Nakamura et al. 

2004). For example, as a consequence of the mass difference of the two regions and the 

centrifugal force exerted by the vortex motion, the boundary inside the rolled-up vortex becomes 

sensitive to the RT instability. This causes plasma transfer from dense to tenuous regions. The 

onset of secondary KH instability by the RT instability was reported by Sharp (1984). 

Secondary, short wavelength KH instabilities may develop at the boundary as well, which in turn 

leads to increased turbulence and additional RT instabilities (Matsumoto et al. 2004, 2006). 

Matsumoto et al. (2004) performed a two-dimensional MHD simulation of the KH instability in 

a non-uniform density medium. They showed turbulent mixing of plasmas by the KH instability 

as illustrated in  Figure 2.3. Figure 2.3 shows in the nonlinear stage ( Figure 2.3a) the secondary 
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instabilities start growing as shown in Figure 2.3b. Then, newly induced waves grow at the at the 

density interface at the outer edge and inside the normal K-H vortex. As a consequence of such 

developments of secondary instabilities, the normal vortex structure collapses and the system 

proceed to the turbulent flow stage (Figure 2.3c). In the final stage of the simulation run (Figure 

2.3d) fine structures appear with turbulent flows and the mixing layer approaches the boundary. 

Matsumoto et al. (2004) stated, “The onset of the turbulence is triggered not only by the 

secondary KH instability but also by the RT instability at the density interface inside the normal 

KH vortex. The secondary RT instability alters macroscopic structure by transporting dense 

fluids to the tenuous region, while the secondary KH instability is just a seed for the turbulence”. 

Matsumoto et al. (2006) compared the two-dimensional MHD simulations with full particle 

simulations of the KH instability with the transverse magnetic field. They found fast turbulent 

mixing and transport when there is a difference in density across the interface, which is triggered 

by secondary KH and RT instability. The strong electrostatic field caused by the secondary RT 

instability scatters ions and deforms the electron density interface and therefore the mixing area 

increases. 

 In summary, the large-scale vortex can lead to the secondary RT and Vortex Induced 

Reconnection (VIR) instabilities. These two secondary instabilities are primary mechanisms that 

cause mixing and turbulence within vortices. It should be noted that there is no clear distinction 

between the different mechanisms and they are all intimately coupled and partly describe similar 

effects from different perspectives. 
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 Figure 2.3: Number density profiles with flow vectors obtained by the ideal MHD simulation. The onset 

of secondary KH waves grow within the parent vortex is observed in Figure 2.2b. Turbulence is produced 

within the vortex in Figure 2.3c and Figure 2.3d. From Matsumoto, et al. (2004). 

Figure 4. Number density profiles with flow vectors obtained by the ideal MHD simulation for a = 0.1
are shown at times (a) t = 84.02l/V0, (b) t = 97.46l/V0, (c) t = 110.90l/V0, and (d) t = 144.51l/V0. The
onset of secondary instabilities are observed in Figure 4b.
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2.4 Kelvin-Helmholtz waves and Flux-Transfer Events 

(FTEs)  

This section describes our methods to distinguish between FTEs and KH waves by 

providing a number of FTEs and KH wave examples observed by THEMIS. First, we describe 

the characteristics and signatures of FTEs and KH waves based on theoretical concepts and 

earlier observations. Second, we present examples of events from our data set to show how we 

differentiate between KH wave and FTEs. This section is part of the supplementary material 

provided for the author’s recent paper (Kavosi and Raeder, 2015). 

2.4.1 Flux Transfer Event identification 

Flux Transfer Events (FTEs) are quasi-periodic reconnection events at the dayside 

magnetopause that produce flux ropes which subsequently move along the magnetopause flanks 

anti-sunward. The properties of FTEs are fairly well known, particularly the specific structure in 

magnetic field components, which is not present in KH waves (Southwood et al. 1988; Song et 

al. 1994). Russell and Elphic (1978) and Paschmann et al. (1982) identified the FTE 

phenomenon on the basis of certain distinctive features in plasma, magnetic field, and energetic 

particle data (Russell and Elphic, 1978; Lee and Fu, 1985). Russell and Elphic (1978, 1979) 

studied dayside low-latitude magnetopause crossings in magnetometer data from two of the ISEE 

mission satellites. They introduced boundary normal coordinates such that the unit vector N was 

the outward pointing local magnetopause normal vector, L lay parallel to the unperturbed 
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magnetospheric field (i.e. points approximately northward) and M completed the right-handed 

set (L × M = N ). This coordinate system revealed examples of a signature consisting of a 

bipolar variation in BN with simultaneous variations of the components in BL and BM. The 

bipolar BN signature was always in the same sense, positive then negative, subsequently termed a 

standard FTE (Rijnbeek et al. 1984,1987), and the BL and BM variations were not consistent with 

ordinary crossings of the magnetopause. The signatures were observed on both sides of the 

magnetopause. They concluded that these observations were signatures of reconnection and 

called them Flux Transfer Events (FTEs).  

Figure 2.4 from Paschmann et al. (1982) and Elphic (1995) illustrates the magnetic field 

and plasma signatures in boundary normal coordinates (BL, BM, BN) for magnetosheath and 

magnetosphere FTEs. There are four main classes: A, B, C, and D, which differ by the distance 

of the observing spacecraft from the magnetopause. Class A is the farthest from the 

magnetopause, and class D is the closest to the magnetopause. In class B, there is more evident 

energetic particle flux increase and BN signature than in class A. Class B represents a full 

crossing of the flux tube. Class C is commonly known as the ‘crater’ FTE (Farrugia et al. 1988). 

The BN signature is of larger amplitude than class A and class B, and there are often local 

minima in |B| at one or both edges of the FTE (the ‘crater’). The taxonomy proposed by 

Paschmann et al. (1982) included only classes A, B, C classifications in magnetosheath FTEs. 

Elphic (1995) extended this taxonomy to equivalent magnetospheric events and added an 

additional class D of an FTE observed on the magnetopause itself. Class D corresponds to an 

FTE, which is observed at the same time as a magnetopause crossing. 
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Figure 2.4: Taxonomy of magnetosheath (left) and magnetospheric (right) FTEs by Paschmann et al. 

(1982) and Elphic (1995). B is observed magnetic field, N is plasma density, V is bulk speed, T is 

temperature, and EP is energetic particle flux. 

Rijnbeek et al. (1982) reported the first observations of reverse polarity FTEs. The 

bipolar BN was reversed (–/+) compared to the (+/–) standard polarity signature observed by 

Russell and Elphic (1978). The negative/positive BN signature combined with the southward 

deviations in the plasma flow, and parallel flowing energetic magnetospheric particles led them 

to conclude that these FTEs were connected to the southern hemisphere. 

In summary, the magnetic signature is the most important feature of a FTE in order to be 

detected by spacecraft measurements. These signatures include a distinctive bipolar signature in 

the component normal to the magnetopause surface (Roughly, the direct bipolar signature (+/–) 

is found north of the equator, while the reverse bipolar (–/+) is found south of the equator), either 
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Figure 1.9: Taxonomy of magnetosheath (left) and magnetospheric (right) FTEs by Paschmann
et al. (1982) and Elphic (1995). B is the observed magnetic field, N the plasma density, V the
bulk speed, T the temperature and EP the energetic particle flux. In both environments, class
‘A’ corresponds to the grazing of an FTE, where the observed effects are due to observations of
unreconnected field lines draping over the reconnected flux tube. ‘B’ is a closer pass - the flux
tube is crossed away from the ‘kink’ in Figure 1.8. ‘C’ crosses the flux tube near the kink, where
the flux tube changes from being directed northward (in the magnetosphere) to southward (in the
magnetosheath). ‘D’ corresponds to an FTE which is observed at the same time as a magnetopause
crossing.

1.5.1 FTE Characteristics

Daly et al. (1981) confirmed that ions and electrons typical of magnetospheric dis-

tributions were observed in magnetosheath FTEs, and Paschmann et al. (1982)

extended this observation of mixed ion and electron distributions to magnetospheric

FTEs. Such observations are consistent with the reconnection model of FTEs.

Paschmann et al. (1982) noted the following ‘essential’ features observed in all

low-latitude FTEs: a southward component in the undisturbed magnetosheath mag-

netic field (negative BL); a bipolar variation in BN ; an enhanced magnetic field

strength |B| and an imbalance in the total pressure (pgas +B2/2µ0) within both the

flux tube and the draping region, countered by the tension in the draped magneto-

spheric/magnetosheath field lines. Simultaneous observations of the same FTEs on

both sides of the magnetopause were first presented by Farrugia et al. (1987b).

Paschmann et al. (1982) also noted other characteristics observed in three differ-

ent classes of ‘direct’ magnetosheath FTEs (Figure 1.9). In the first class (A), there is

very little change other than a small bipolar BN signature, a small energetic particle

signature and a more southward BL component than in the ambient magnetosheath

field. This class represents an event where an FTE is merely ‘grazed’: the observed

effects are due entirely to the draped magnetic field. There were, however, some

magnetosheath FTEs in class A which exhibited slight energetic electron signatures

(such as shown in the left-hand column of Figure 1.9); accordingly Paschmann et al.
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enhancements or crater–like variations of the magnetic field strength at the event center, 

deflection in BL and BM, and the total pressure (pgas + B2/2µ0) maxima at the center of the event.  

 

Table 2-1: Summary of FTE separation times   

Reference FTE characteristic times 

Rijnbeek et al. (1984)  
“The typical duration of FTEs was found to be ~1-2 min. FTEs 
observed in the magnetosheath and magnetosphere have similar 

recurrence times of “7 and "8 min, respectively.”  

Elphic (1990)  "These disturbances (FTEs) are brief (1-2 minutes) and separated by a 
longer period of quiet (typically 6 - 9 minutes).”  

Lockwood and Wild (1993) 
"Magnetopause observation by the ISEE satellites shows that the 

distribution of the intervals between FTE signatures has a mode value of 
3 min. The mean value is found to be 8 min.” 

Elphic (1995)  

"In the case of FTEs possessing the requisite reconnection behavior the 
evidence points toward single x-line reconnection modulated at some 

characteristic (1-2 minute) time scale, with a recurrence interval of 
several times the modulation time scale (5-10 minutes)”  

Kuo et al. (1995)  Obtained 10.5 min (median: 8 min) FTE separation time from their 
ISEE 1 FTE study. 

Neudegg et al. (2000)  
Using Equator-S data, found FTEs with an average FTE separation time 

of 8.8 min, assuming intervals larger than 20 min are not part of the 
same reconnection sequence. 

Wang et al. (2005)  "We obtain an average FTE separation time of 7.09 min, which is at the 
lower end of the previous results."  
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Previous studies, which have been indicated in Table 2.1, have found that the typical 

duration of an FTE is about 1-2 minutes and the mean time interval between FTE signatures is of 

the order of a few minutes (Lockwood and Hapgood, 1998; Russell et al. 1996), which means 

one minute FTE and several minutes ambient field. Subsequently, by definition FTEs are 

signatures of bursty or time-dependent reconnection and do not occur right after each other. They 

are brief (~ 1 min) perturbations separated by a longer period of quiet time (no-perturbation), 

while KH waves are a continuous wave train. Table 2.1 summarizes the separation times of FTEs 

that have been proposed by different authors with references to the original publications.  

2.4.2 Kelvin-Helmholtz Vortex identification  

Not all BN bipolar signatures are due to transient reconnection (FTEs). Solar wind 

pressure pulses and KH vortices can also explain the observation of a bipolar variation of 

magnetic field component normal to the magnetopause. The former only produces a single 

bipolar BN event and are thus easily distinguishable from KH waves.  

When a KH wave grows to the nonlinear stage it forms rolled-up vortices, as depicted in 

Figure 2.5. The development of such vortices has been demonstrated in many numerical 

simulations. In such vortices, the centrifugal force pushes plasma from the central part of the 

vortices radially out, thereby generating a local minimum in the total pressure at the center 

shown as “L” and a maximum at the hyperbolic point shown as “H” in Figure 2.5 between the 

vortices (Miura, 1997). Accordingly, it is expected that the spacecraft observes quasi-periodic 

oscillations in the density, total pressure, and N and M components of the velocity, and the 

approximate coincidence of total pressure maxima and density jumps from the magnetosphere to 
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the magnetosheath as depicted in Figure 2.6. Figure 2.6 shows KH vortices observed by Cluster 

from (Hasegawa, 2012). The Figure shows an example of nonlinear KH waves where the density 

jumps from magnetospheric to magnetosheath values closely coincide with total pressure 

maxima at the edges of the vortices.  

 

Figure 2.5: Schematic drawing of rolled-up KH vortices at the dusk-flank magnetopause. The relationship 

between the streamline pattern (black lines) and total (magnetic plus plasma) pressure and density (red, 

dense; blue, tenuous) distributions, when viewed in the vortex rest frame. The sub-solar region is to the 

left. The total pressure minimizes at the center (L) of the vortices, while it maximizes at the hyperbolic 

point (H), which is a flow stagnation point in the vortex rest frame, and around which the streamlines 

form hyperbolas (Miura, 1997). It is expected that magnetosphere-to-magnetosheath transitions be 

characterized by large and rapid density increases coincide with maxima in the total pressure (see 

example in Figure 2.6). From Hasegawa, (2012). 

Fortunately, there is another distinct feature of KH waves in nonlinear stage: In a rolled-

up KH vortex the magnetospheric plasma that extends into the magnetosheath and forms part of 

the breaking/overturning wave becomes accelerated to speeds larger than the magnetosheath 

speed. This effect was first reported by Nakamura et al. (2004). Nakamura et al. (2004) and 
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Takagi et al. (2006) demonstrated in their simulations that at a certain radial distance from the 

center of a rolled"up vortex, the tenuous plasma sheet rotates faster than does the denser 

magnetosheath in response to an equal centrifugal force. Therefore, the low"density plasma 

flowing faster"than"magnetosheath plasma in Vx versus density N distribution is evidence of a 

rolled"up vortex. This theoretical argument has been verified by Hasegawa et al. (2006) who 

used in-situ data to show that only in the rolled"up vortices does the tailward speed of low"

density, magnetospheric plasma exceed that of the magnetosheath. When the KH instability 

enters the nonlinear phase, at some distance from the vortex center, the centrifugal force must be 

nearly equal for both the denser magnetosheath plasma and the less dense magnetosphere 

plasma, because otherwise the vortex would break apart. Since the centrifugal force is 

proportional to ρv2 the less dense part in the vortex rotates faster than the denser part. Such a 

behavior manifests itself as a very distinct signature when vortices rolled-up at the magnetopause 

and can be made visible by plotting VX versus density in a scatterplot. Therefore, VX versus 

density scatterplot exhibits a distinct pattern, depending on the phase of the KH instability 

growth (Takagi et al. 2006). 

 Figure 2.7 demonstrates this effect using a two-dimensional MHD simulation (adapted 

from Hasegawa et al. 2006). The top panel shows a significant fraction of low-density plasma 

(N/N0 < 0.5) has an anti-sunward speed higher than that of the magnetosheath plasma a rolled up 

vortices. The middle panel shows low-density plasma (N/N0 < 0.5) has an anti-sunward speed the 

same with the magnetosheath plasma and is not-yet-rolled-up. The bottom panel shows no low-

density and high-speed plasma which means is in linear stage.  
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Figure 2.6: KH vortices observed by Cluster. Quasi-periodic fluctuations of the bulk plasma parameters 

during Cluster 1 (C1) observations of rolled-up KH vortices showing: (a) Ion density, (b) M and N 

components of the smoothed velocity (c) total pressure (magnetic plus ion pressure), and (d) wavelet 

spectra of the total pressure. Note that density jumps from the magnetospheric to magnetosheath values 

closely coincide with total pressure maxima (red vertical dashed lines), as expected in developed KH 

vortices and explained in Figure 2.5. From Hasegawa, (2012).  
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Figure 2.7: MHD simulation of KH waves. Plasma density (left column) and scatter plots of the x 

(sunward) component of the velocity VX versus plasma density N/N0, at different stages of 3D MHD KH 

instability simulations generated from virtual spacecraft observations of the simulated KH wave or vortex.   

The left panels show the normalized density in the x-y plane in color. The initial values of VX are −1 and 

+1 on the magnetosheath and on the magnetospheric side, respectively. Within the rolled-up vortex (top), 

a significant fraction of low-density plasma (N/N0 < 0.5) has an anti-sunward speed higher than that of the 

magnetosheath plasma characterized by VX = −1 and N/N0 = 1. In the linear and not-yet-rolled-up stages 

(bottom two rows) no such relation exists (from Hasegawa et al. 2006).  
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2.5 THEMIS Observations of KH waves and FTEs 

This section presents several examples of KH waves and FTEs observed by THEMIS. 

We then apply the KH waves and FTEs characteristics discussed in pervious section to identify 

their signatures from in-situ data. 

2.5.1 KH waves in linear stage on 01/13/2012 

On 13 January 2012, THEMIS E observed quasi-periodic fluctuations at the dawn flank 

magnetopause during the interval 1640 - 1730 UT. The solar wind parameters are shown in 

Figure 2.8. The red vertical dashed lines show the event interval. Time delay between solar wind 

monitor, Geotail, and THEMIS E is approximately 30 minutes. The figure 2.8 shows some 

fluctuations in density and velocity, however, the frequency of the fluctuation is different from 

the oscillations observed by THEMIS E. THEMIS E was located at (8, -7.8, 3.0) Re at the GSM 

coordinate and was moving sunward. Figure 2.9 shows an example of a crossing where KH 

waves were present. THEMIS E observed continuous periodic fluctuations of the bulk plasma in 

density and N and M components of velocity and magnetic field parameters but no significant 

fluctuations in total pressure or magnetic field magnitude. Some of the crossings show BN 

bipolar signatures and some do not. We therefore concluded that this wave train might be a KH 

wave in the linear stage that has not developed to a vortex yet. We then performed the VX versus 

N scatterplot test shown in Figure 2.10. The figure confirms that there is no evidence for 

accelerated low-density plasma. Therefore, we concluded that the event present KH waves that is 

somewhere between the linear stage (bottom panel of Figure 2.7) and “not-yet developed” stage 
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similar to the plot depicted in the middle panel of Figure 2.7. 

 

 

Figure 2.8: Geotail observation of solar wind parameters on 13 Jan 2012. From top to bottom: magnetic 

field components by (red), bx (blue), bz (black), X component of the velocity VX, (c) wavelet spectrum of 

VX, rr density, and wavelet spectrum of the density, rr. The red vertical lines shows the event interval. The 

frequency of ocscilations in solar wind is ~0.004 Hz (T~ 250 s). 
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Figure 2.9: Time series data from THEMIS E on 13 Jan 2012. From top to bottom: (a) Ion density, (b) M 

component of the velocity Vm, (c) N components of the velocity Vn, (d) N component of magnetic field 

Bn, (e) Magnetic field magnitude Btot, (f) total (magnetic plus ion) pressure, (g) Omnidirectional ion 

energy flux spectrogram, and (h) wavelet spectrum of the total pressure. The wave period is 

approximately 90 s.  
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Figure 2.10: Scatter plot of the velocity component, VX, tangential to the nominal magnetopause, versus 

ion density for the event shown in Figure 2.9. The -X direction is roughly along the -M direction, i.e., 

tangential to the magnetopause and anti- sunward. The plot confirms that there has no low-density plasma 

with anti-sunward speed higher than that of the magnetosheath plasma.The horizental dashed line is the 

velocity of magnetosheath plasma and the red circle shows where we expect low density and high speed 

plasma. No particles depicted as black star in red circle indicates that the KH waves are in linear stage. 

2.5.2 KH waves in nonlinear stage on 04/19/2008 

On 19 April 2008, THEMIS C observed quasi-periodic fluctuations at dusk flank 

magnetopause during the interval 0500 - 0600 UT. We show the THEMIS magnetic field and 

velocity components in boundary normal coordinates (L, M, N). The solar wind had a flow speed 

550 km/s, density N = 5 cm-3and IMF vector of (- 1.5,1, 2.5) nT. There were no significant solar 

wind dynamic pressure variations before or during the event. THEMIS C was located at (-6.8,18, 

-1.0) Re and was moving anti-sunward. Figure 2.11 shows quasi-periodic fluctuations of the bulk 
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plasma and magnetic field parameters during the interval. The vertical red dashed lines 

demonstrate that the density and Vm (velocity in M direction) that jumps from the magnetosphere 

to magnetosheath values coincide with maxima of the total pressure. These loci correspond to the 

hyperbolic points ‘H’ depicted in Figure 2.5. Also, as discussed above, we expect the total 

pressure to minimize at the vortex centers, which is indeed the case in this event, evident from 

the total pressure minima halfway between the red lines. Furthermore, the bipolar Bn signatures 

are centered on the red lines, i.e. the ‘H’ points. This is consistent with Figure 2.5 schematic, 

which shows that the field lines should bend at those points with a vanishing Bn component.  

Figure 2.12 shows VX–N scatter plot generated from THEMIS C observations of the KH 

wave example presented in Figure 2.11. Concurrent THEMIS B observations in the 

magnetosheath showed plasma with ~350 km/s velocity and ~8 cm-3 density. The figure shows 

that for part of the low-density (< 4 cm-3) boundary layer ions, |VX| is larger than that of the high-

density magnetosheath ions (VX~ -350)km/s), which is due to the vortex rotation. The result 

confirms that the event observed by THEMIS C on 04/19/2008 is KH rolled-up vortices. 
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Figure 2.11: Time series of data for THEMIS C on 19 April 2008. Kelvin–Helmholtz waves observed at 

the dawn flank magnetopause by THEMIS C on 19 April 2008. The panels show, from top to bottom: (a) 

the ion number density, (b) the M component of ion velocity, (c) normal component of the ion velocity 

vector, (d) normal component of magnetic field, (e) total magnetic field, (f) total (magnetic plus ion) 

pressure, (g) omnidirectional ion energy spectrogram, and (h) wavelet spectra of the total pressure. The 

wave period is approximately 100 s.  
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Figure 2.12: Scatter plot of the ion velocity VX component versus ion density. The data are from THEMIS 

C for the 19 April 2008 event. Each symbol represents one of the samples, which were taken at 5 min 

cadence. Negative VX values indicate anti-sunward flow. The plot confirms that this event consists of 

rolled-up KH vortices, because a fraction of the low-density magnetospheric plasma, indicated by the red 

ellipse, flows faster than the magnetosheath plasma (> 350 km s-1, shown by the dashed red line).  

2.5.3 KH waves under southward IMF on 02/27/2012 

On 27 Feb 2012, THEMIS A observed quasi-periodic fluctuations at the dawn flank 

magnetopause during the interval 1235 - 1300 UT.  Figure 2.13 shows the solar wind parameters 

observed by Wind for the event. The red vertical dashed lines show the event interval. Time 

delay between solar wind monitor, Wind, and THEMIS A is approximately 25 minutes. 

Therefore, the interval 12:10 -1235 approximately shows the solar wind parameters for the event 

observed by THEMIS A during the interval 12:35-1300 UT.  
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The figure 2.13 shows some fluctuations in density and velocity. However the frequency of the 

fluctuations (as shown in wavelet spectrum of the density and velocity) is quite different from 

the oscillations observed by THEMIS A (as shown in Figure 2.14). 

Figure 2.14 shows continuous fluctuations in the magnetic field components, the velocity 

components, and the ion density. THEMIS A was located at (-0.2, -10.6, 2.8) Re, i.e. near the 

dawn terminator, and was moving anti-sunward. The fluctuations during the interval 1240 – 

1250 UT are irregular, high frequency. Although, some of the Bn fluctuations look bipolar like in 

FTEs, they are not associated with significant maxima in the total pressure. Additionally, the 

total magnetic field does not have the maxima or crater-like signatures centered on the Bn=0 

traversals which are typical for FTEs. On the contrary, the field magnitude has very distinct deep 

minima, which are not seen in conjunction with FTEs. Therefore, in this case, we ruled out FTEs 

because there are no distinct pressure maxima, and neither are there maxima or crater-like 

structures in the magnetic field magnitude. Instead, the magnetic field magnitude shows distinct 

minima, which would not be present at FTEs. The Bn signature also shows high frequency, 

(approximately 60 s) and continuous fluctuations, which also would not be present at FTEs. 

As pointed out by Hasegawa (2012), the VX versus N scatter method should only be used to 

identify rolled-up vortices in the case of northward IMF, because in the case of southward IMF 

low-density, high-speed flows can also result from reconnection. Thus, we have not applied this 

test here; however, the other criteria rule out FTEs. We considered the interval 1240-1250 UT in 

our survey as a KH waves during southward IMF. However, The interval 12:50-13:00 UT was 

considered as magnetopause crossings with no KH signatures. This interval shows some of FTEs 
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signatures such as Bipolar Vn and Bn and short bipolar fluctuations separated by quite. 

 

Figure 2.13 Wind observations of solar wind parameters on 27 Feb 2012. . From top to bottom: magnetic 

field components by (red), bx (blue), bz (black), X component of the velocity VX, wavelet spectrum of 

VX, density, rr, and wavelet spectrum of the density. The red vertical lines shows the event interval. The 

frequency of ocscilations in solar wind is ~0.025 Hz (T~400 s). 
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Figure 2.14: Time series of data in GSM THEMIS E observations on 27 Feb 2012. From top to bottom: 

(a) Ion density, (b) M component of the velocity Vm, (c) N components of the velocity Vn, (d) N 

component of magnetic field Bn, (e) Magnetic field magnitude Btot, (f) total (magnetic plus ion) pressure, 

(g) Omnidirectional on ion energy flux, and (h) wavelet spectra of the total pressure. For the interval 

1240-1250 the wave period is approximately 60 s.  

 

  

5
10
15
20
25
30

Ni
(/c

c)

  
-100

0
100
200
300
400

Vm
(k

m
/s)

  
-150-100
-50

0
50

100
150

Vn
(K

m
/s)

  
-40
-20

0
20
40

Bn
(n

T)    Bn

  
010

20
30
40
50
6070

Bt
ot

al(
nT

)
   |B|

  
1.01.5
2.0
2.5
3.0
3.5
4.0

PT
(n

P)   total

  
10

100
1000

10000

Io
n 

eF
lux

( e
v )

  
10

100
1000

10000

103104
105
106
107
108

1240 1250
0.0150
0.0183
0.0222
0.0270
0.0329
0.0400

Fr
eq

ue
nc

y(
Hz

)

1240 1250
0.0150
0.0183
0.0222
0.0270
0.0329
0.0400

10-6
10-5
10-4
10-3
10-2

hhmm
2012 Feb 27 

M
on

 O
ct 

27
 1

2:
00

:3
1 

20
14



54 

 

2.5.4 FTEs Event 1 on 11/30/2012 

On 30 Nov 2012, THEMIS A observed quasi-periodic fluctuations at dusk flank 

magnetopause during the interval 1850-1950 UT. The solar wind had a flow speed 330 km/s; 

density of 9 cm-3 and the IMF vector was (0, 2, 1) nT. Thus, the IMF was very weak and slightly 

northward, but with By larger than Bz. THEMIS A was located at (7.2, 8.5, 2.6) Re, i.e. on the 

dayside near 15 MLT, and was moving anti-sunward. Figure 2.15 shows the event in the same 

format as previous events. Bipolar Bn excursions occur approximately every 4 to 5 min and are 

separated by periods when Bn is essentially flat. The bipolar excursions are accompanied by total 

pressure and magnetic field strength maxima at the center of the events, marked by red vertical 

dashed lines in the plot. Thus, this event has all the characteristics of a series of FTEs.  

Figure 2.16 shows a scatter plot of velocity versus density for the FTEs event illustrated 

in Figure 2.15 to represent how different the profile would be in FTEs in compared with KH 

waves. The VX-N scatter plot confirms that there are no low-density plasma flows faster than 

magnetosheath plasma and thus no rolled-up vortices. As expected, The VX-N profile is 

completely different from the three panels in Figure 2.7 for KH waves in different stages.  
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Figure 2.15: Time series of data in GSM THEMIS A observation on 30 Nov 2012. From top to bottom: 

(a) Ion density, (b) M component of the velocity Vm, (c) N components of the velocity Vn, (d) N 

component of magnetic field Bn, (e) Magnetic field magnitude Btot, (f) total (magnetic plus ion) pressure, 

(g) Omni-directional ion energy flux, and (h) wavelet spectrum of the total pressure. The red vertical 

dashed lines mark the approximate centers of the FTEs.  
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Figure 2.16: VX –N scatter plot in the same format as previously shown, for the 11/30/2012 event. The 

data are from THEMIS A for 30 Nov 2012 event. Each symbol represents one of the samples, which were 

taken at 5 min cadence. Negative VX values indicate anti-sunward flow. The red circle designates the area 

where one would expect data points if rolled-up KH vortices existed. The VX-N profile is clearly different 

than the KH waves profile illustrates in Figure 2.5. 

2.5.5 FTEs Event 2 on 12/16/2012 

This event is similar to the previous one, but with negative IMF Bz in solar wind. On 16 

Dec 2010, THEMIS D observed quasi-periodic fluctuations at the dawn flank magnetopause 

during the interval 1409 – 1425 UT. The solar wind had a flow speed of 500 km/s and a density 

of 9 cm-3 while the IMF vector was (-1, -2, -2) nT. THEMIS D was located at (7.5, -7.8, 4.3) Re, 

i.e. near 9 MLT and was moving anti-sunward. Figure 2.17 shows bipolar Bn pulses and all other 

expected FTE signatures. There is no doubt that these structures are FTEs. Nevertheless, we 
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show this event because it should be contrasted with Figure 2.14, which is an event that occurred 

under very similar southward IMF conditions. The differences between these two events 

demonstrate that a clear distinction can be made between FTEs and KH waves, even under 

southward IMF conditions. Although both produce bipolar Bn signatures, in the case of FTEs 

these are isolated pulses, whereas for KH wave they make up continuous waves. Also, both 

produce pressure and field maxima, but they align differently with the Bn pulse. Lastly, a FTE 

will always fail the VX-N scatterplot test. The FTEs in this example are very strong. They have 

~20 nT Bn peak-to-peak field, and the Vn amplitude is ~200 km/s. There are also significant 

tangential flows associated with the FTEs, but these occur mostly at the edges of the FTEs. 

These flows show that FTEs can essentially be viewed as solid structures that plow through the 

background plasma along the magnetopause. However, despite these strong flows, the tangential 

flow speed never exceeds the magnetosheath flow speed. This is demonstrated in Figure 2.18, 

which shows no accelerated flows beyond magnetosheath velocity for this event. The scatterplot 

pattern for this event also looks very different from those produced by the KH waves. More 

specifically, the FTE pattern shows more sunward flows, which arise from the flow of plasma 

around the FTE.  
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Figure 2.17: Time series of data in GSM taken by the THEMIS D on 16 Dec 2010. From top to bottom: 

(a) Ion density, (b) M component of the velocity (in the Earth’s rest frame) VM, (c) N components of the 

velocity VN, (d) N component of magnetic field BN, (e) Magnetic field magnitude Btot, (f) total (magnetic 

plus ion) pressure, (g) Omnidirectional ion energy flux spectrogram. The red vertical dashed lines mark 

the approximate centers of the FTEs  
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Figure 2.18: VX – N scatter plot for the 11/30/2012 event. The data are from THEMIS D on 16 Dec 2010. 

Each symbol represents one of the samples, which were taken at 5 min cadence. This is from a series of 

FTEs and shows a distribution that is distinctively different from KH wave.  

2.6 KH vortices or FTEs 

KH waves in nonlinear stage have similar characteristics with FTEs, for example bipolar 

Bn and the sometime similar periods of minutes, which make them hard to distinguish. 

Fortunately, there have been some differences in their observed signatures according to 

characteristics of FTEs and KH waves described in previous sections and summarized in 

Table 2.2. These different signatures would be helpful to distinguish between these two different 

mechanisms in observational study. The most important signatures are revealed in magnetic field 

perturbations and total pressure (magnetic + plasma pressure). The FTEs have specific structures 

in B magnetic field components explained in section 2.4.1, which are not present in the KH 
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waves, particularly the bipolar Bn separated by several minutes. This means when the spacecraft 

is crossing the magnetopause it should observe the magnetic field fluctuations followed by an 

ambient field. Additionally, the total pressure and total magnetic field magnitude maximized at 

the center of FTEs while it minimized at the center of the vortices. 

Moreover, one of the most distinct signatures of KH wave in nonlinear stage is the low-

density and faster-than-sheath feature, which to our knowledge has never been seen in FTEs. 

Accordingly, for events which the observed signatures do not clearly demonstrate all the features 

listed in Table 2.2, a scatterplot of the velocity component, VX versus ion density would 

distinguish KH waves from FTEs. If the scatter plot confirmed that a fraction of the low-density 

magnetospheric plasma flows faster than the magnetosheath plasma (nonlinear stage, e.g. bottom 

panel in Figure 2.7) or flows with velocity similar to magnetosheath plasma (not-yet developed 

stage, e.g. middle panel in Figure 2.7) the event is considered as a KH event in our database. 

2.6.1 FTEs and KH waves on 01/02/2011 

On 2 January 2011, THEMIS A observed quasi-periodic fluctuations at dawn flank 

magnetopause during the interval 11:30 - 12:10 UT. The solar wind had a flow speed 330 km/s; 

density of 12 cm-3, and the IMF vector was (4, 4, 2) nT. There were no significant solar wind 

dynamic pressure variations before or during the event. THEMIS A moved from (3.3, -9.9, 3.3) 

to (3.8, -10,3.4) during this interval, i.e., it crossed the magnetopause about 3 Re sunward of the 

dawn terminator. As shown in Figure 2.19, the characteristics of fluctuations changed from the 

11:30 - 11:55 UT interval to the 11:55-12:10 UT intervals. 
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Table 2-2: Comparison between the properties of FTEs and non-linear KH wave. 
Signature Kelvin-Helmholtz Vortex FTE 

Magnetic field 1. Bipolar BN 1. Bipolar BN 
 2. Often has a maximum in magnetic field 

strength at the edge of the vortex, with less than 
10 nT magnitude. 

2. Has a magnetic field 
strength maximum at the 
core of FTE, usually larger 
than 10 nT magnitude. 
 

 3. Continuous bipolar BN. 3. Bipolar BN separated by a 
few minutes quiet. 

Plasma 1. Substantial pressure perturbations, minimum at 
the vortex center and maximum at the edge. A 
large and rapid density increase coincides 
approximately with a maximum in the total 
pressure at the edge of the vortex. 

1. Total pressure maxima at 
the FTE center. 

 2. Usually small perturbation in VN. 2. Typically bipolar VN. The 
VN perturbation is usually 
larger than those seen in KH 
wave. 

 3. Low density plasma flowing faster than sheath 
velocity. 

3. No accelerated low-
density plasma. 

Duration and 
Period 

1. Continuous wave trains. 1. Short (1-2 min) bipolar BN 
signatures separated by 
quiet. 

 2. 1-4 minute periods. 2. Repetition period typically 
longer than 4 minutes. 

 

Specifically, during the first sub interval the fluctuations are separated by several minutes 

of quiet each, while the second part of the event is characterized by continuous fluctuations, 

which also have shorter periods, i.e., ~200–250 s versus ~100 s. The first part of the event clearly 

consists of FTEs; it also has all the other FTE signatures listed in Table 2.2, such as the maxima 

of total pressure and magnetic field strength at the centers of the bipolar Bn excursions, indicated 

in the plot by vertical red dashed lines. Some of the FTEs can be characterized as crater-FTEs, 

exhibiting a W-shaped structure of the field magnitude. For the second part the event the density 
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jumps, indicating that traversals from the magnetosphere to the magnetosheath (marked dashed 

red lines) closely coincide with total pressure maxima, which are much less pronounced than the 

total pressure maxima of the first sub interval. Also, these maxima are located right at the edges 

of the density structures, which is expected for rolled-up KH vortices. The existence of Bn 

excursions that look somewhat bipolar also supports the interpretation that these are rolled-up 

KH vortices. In contrast to the FTEs of the first sub interval, however, these Bn signatures are 

smaller and more irregular. Figure 2.20 shows the VX versus N scatterplot for this event. There 

are a few data points showing flows of low density plasma faster than the magnetosheath flow 

speed (~200 km/s), indicating rolled-up vortices. These flows all occur during the KH wave 

interval. During the FTE interval, the tangential flows are all less than 100 km/s, but the normal 

flow component is much larger than during the KH wave interval. The normal flow component 

(Vn) is much larger for the FTEs than for the KH waves. Note that THEMIS A is on the dawn 

flank during this event, thus positive Vm is tailward. 

THEMIS E and THEMIS D also observed this event. THEMIS E was located at (3.2, - 

10.0, 3.4) at the beginning of the interval, that is, very close to THEMIS A. It observed 

essentially the same signatures as THEMIS A. THEMIS D on the other hand, which is shown in 

Figure 2.21, was located at (3.9, -9.8,3.7), that is, further on the magnetosheath side, and only 

observed the FTEs, but not the KH waves. This implies that the fluctuations in each sub-interval 

are of different natures. In particular, the amplitude of the KH wave must be smaller than the size 

of the FTEs.  
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Figure 2.19: THEMIS A observations on 2 January 2011. From top to bottom: (a) Ion density, (b) M 

component of the velocity Vm, (c) N components of the velocity Vn, (d) N component of magnetic field 

Bn, (e) Magnetic field magnitude Btotal, (f) total (magnetic plus ion) pressure, (g) Omni-directional ion 

energy flux, and (h) wavelet spectrum of the total pressure. The red vertical dashed lines mark the 

approximate centers of the FTEs during the first part of the interval 1125-1155 and passes through the 

edge of KH waves during 1155-1215. 
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Figure 2.20: Scatter plot of the velocity component, VX, tangential to the nominal magnetopause versus 

ion density seen in the rolled-up vortices detected by THEMIS. The event is the same as the one shown in 

Figure 2.19. Here, the -x direction is defined to be along the ion velocity (in GSM) averaged over the 

interval under investigation (1130 - 1215 UT), and is roughly along the −M direction (anti-sunward) in 

LMN coordinates. The red stars have shown the first part of the event (1130-1150), FTEs. The black stars 

have shown the second part of the event (1155-1215), KH waves. There is some low-density plasma 

(circled in red) that flows faster than magnetosheath plasma, confirming that rolled-up vortices are 

present. These data points all come from the second part of the event, i.e., 1155 – 1215 UT illustrated as a 

black stars as shown in the red circle. 
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Figure 2.21: THEMIS D observations on 2 January 2011. From top to bottom: (a) Ion density, (b) M 

component of the velocity Vm, (c) N components of the velocity Vn, (d) N component of magnetic field 

Bn, (e) Magnetic field magnitude Btotal, (f) total (magnetic plus ion) pressure, (g) Omni-directional ion 

energy flux, and (h) wavelet spectrum of the total pressure. The interval 1120-1150 shows FTEs 

signitures. 
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2.7 Summary  

The first part of this chapter briefly reviews several numerical and observational studies 

on KH vortices at the flank magnetopause, as well as two important mechanisms within vortices, 

which are responsible for the plasma mixing: The vortex-induced reconnection, and Rayleigh– 

Taylor instability.  

The second part of this chapter explained our methods to distinguish the KH waves in the 

nonlinear stage from FTEs. The properties of FTEs are well known (Elphic, 1990,1995). FTEs 

are magnetic flux ropes whose magnetic signatures include a distinctive bipolar excursion in the 

magnetic field component BN normal to the magnetopause surface, either enhancements or 

crater-like variations of the magnetic field strength at the event center (Farrugia et al. 1988; 

Southwood et al. 1988) and a deflection of the tangential BL and BM components, as shown in 

Figure 2.4. The bipolar FTE signature is brief (0.5–2 min) and sequences of FTEs are separated 

by longer periods of quiet, typically 3–8 min (Elphic, 1990,1995; Farrugia et al. 1987, 1988; 

Southwood et al. 1988; Paschmann, 1982) as summarized in Table 2.1 whereas KH waves are 

continuous wave trains. In addition, the total (thermal and magnetic) pressure in a FTE typically 

maximizes at the center of the event (Elphic, 1995). By contrast, in a KH wave in the nonlinear 

stage, that is within a rolled-up vortex, the total pressure is expected to have a minimum at the 

center and a maximum at the edge of the vortex (Hasegawa, 2012; Miura, 1999,1997) as can be 

seen in Figure 2.6 and Figure 2.11. The pressure minimum occurs because the centrifugal force 

of the rotating vortex pushes the plasma radially outward, as depicted in Figure 2.5. The above 

criteria, which are summarized in Table 2.2, were not always sufficient to differentiate FTEs 
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from KH waves. Therefore we also exploited the fact that a rotating KH wave vortex accelerates 

the plasma. Thus, the less dense part of the vortex rotates faster than the denser region. Such low 

density, accelerated magnetosphere plasma can be exposed in a ρ (or number density N) 

versus VX scatter plot, where the KH wave or vortex exhibits a distinct pattern (Hasegawa et al 

2006; Taylor et al. 2012; Plaschke et al. 2014). This is demonstrated in Figure 2.7 where 

simulations conducted by Takagi have been used to create the expected scatter plot patterns. 

Figure 2.10 shows that no such signature occur for linear KH waves, that is, the case shown in 

Figure 2.9. The VX–N scatter plot for the FTEs presented in Figure 2.16 and Figure 2.18 is 

clearly different from that produced by KH waves in the nonlinear stage, and can be used to 

distinguish them. However, this method could only be used for cases with northward IMF, 

because during southward IMF low-density, high-speed flows can also result from reconnection 

(Hasegawa, 2012). Figure 2.14 shows an example of KH waves under southward IMF. The 

figure shows irregular and high frequency oscillations with different signatures compared to 

northward IMF. The event was also short approximately 10 minutes. 

  



68 

 

 

Chapter 3 

3.Ubiquity of Kelvin–Helmholtz waves at 

Earth’s Magnetopause�  

3.1 Introduction 

Despite the progress in understanding the properties of KH waves and their effect on 

plasma entry, little is known about their occurrence rate. Linear theory (Talwar, 1964) suggests 

that KH waves are most unstable at high-flow shear; for example, high solar wind speed, as well 

as when the IMF is approximately northward, nearly parallel to the magnetosphere field. As 

these conditions rarely occur together, KH waves have often been considered infrequent events.  

In the past only intermittent observations of the magnetopause were available. Because, 

satellite orbital dynamics makes it impossible to monitor the magnetopause over long time 

periods. However, with the THEMIS (Time History of Events and Macro scale Interactions 

during Substorms) mission originally designed to study substorms (Angelopoulos et al, 2008), 

which has nearly ideal equatorial orbits to study KH waves, we now have a much richer data set. 

Text
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Thus, we have conducted a survey of the THEMIS mission to create a database of magnetopause 

crossings throughout the entire mission in order to investigate the occurrence frequency of KH 

waves at the Earth’ magnetopause. In this chapter, we present the statistical results of our 

THEMIS magnetopause crossings and KH wave survey using very conservative criteria to 

positively identify KH waves, which have been discussed in the previous chapter. The statistical 

analysis shows KH waves are present at the magnetopause approximately 19% of the time and 

might be more important for plasma transport across the magnetopause than was previously 

thought, and that they frequently drive magnetospheric ULF waves. The results of this chapter 

have been published in Nature Communication (Kavosi and Raeder, 2015). 

3.2 Event selection 

We surveyed data from 2007 to 2013 when the THEMIS spacecraft frequently crossed 

the Magnetopause flanks during the dawn and dusk orbital phases (Sibeck, 2008) as shown in 

Figure 3.1. In the dusk science orbital phase the apogee of the orbits are on the dusk side of the 

magnetosphere, and in the dawn science orbital phase the apogee of the orbits is on the dawn 

side of the magnetosphere. From 2007, Probe 1 (THEMIS B) apogee was at 30 Re, probe 2 

(THEMIS C) at 20 Re, probe 3 (THEMIS D), probe 4 (THEMIS E), and probe 5 (THEMIS A) 

were at 12 Re (Figure 3.1a,b). Since 2011, the P3, P4, and P5 have remained Earth-orbiting 

probes with apogees at 12-13 Re, while P1 and P2 have become ARTEMIS and orbit the moon 

as shown in Figure 3.1c, d. With orbit apogees between 12 Re and 30 Re, the spacecraft 

frequently cross the magnetopause flanks. As the orbits precessed around the Earth we examined 

the plasma and magnetic field data to catalogue magnetopause crossings with the motivation to 
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identify the KH waves. Magnetic field measurements were provided�by the FGM instrument 

(Auster, 2008) and plasma measurements were taken from the ESA�spectrometer (McFaddan, 

2008). We have considered periodic magnetopause crossings between a dense, cold, rapidly 

flowing magnetosheath plasma and interior region characterized by slower velocities and lower 

but substantial densities and hotter ions, or vice versa as a surface waves. However, not all 

magnetopause surface waves are the result of KH instability. Other mechanisms can also lead to 

the excitation of surface waves, such as dynamic pressure variations in the solar wind or 

magnetosheath (Kepko, 1972, 2002; Sibeck, 1990), non-steady magnetopause reconnection that 

can generate bulges in the magnetopause, or Flux Transfer Events (FTEs) (Russell, 1978). We 

thus needed to discriminate all magnetopause wave observations between FTEs and the buffeting 

of the magnetosphere by solar wind. We inspected solar wind data for every event, where 

possible, to confirm that the event was not preceded by rapid or periodic pressure changes in 

solar wind (Sibeck, 1990; Lockwood, 1991; Fairfield, 1990) that may have caused buffeting. 

Such events only produce a single bipolar Bn, and are thus easily distinguishable from surface 

waves and ruled out by our requirement of at least four wave periods. They can also often be 

ruled out by their irregular structure, because KH waves are to large degree monochromatic 

wave trains. 

It was mentioned in Chapter 2 that KH waves in the linear stage can be easily 

distinguished from FTEs by the absence of bipolar Bn signatures and by the absence of maxima 

in |B| and the total pressure. Also it was discussed in detail our methodology to distinguish the 

KH waves in nonlinear stage from FTEs. 
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Figure 3.1: THEMIS orbita phases. Dusk phase( a) the apogee of the orbits is on the dusk side of the 

magnetosphere. Dawn phase (b) the apogee of the orbits is on the dawn side of magnetsphere. Probe 1 

apogee (red) is at 30 Re, Probe 2 (green) at 20 Re, Probes 3 (dark blue), 4 (pink) , and 5 (light blue) at 12 

Re. Dusk phase and dawn phase (c),(d). Since 2011, probes 3 and 4 apogees have changed to 12 Re, and 

Probe 5 apogee (light blue) has changed to 13 Re. P1 and P2 have now become ARTEMIS. 

3.3 Statistical Results  

We recorded solar wind conditions for each individual magnetopause crossing during the 

survey in order to address the correlation of KH waves with the solar wind parameters and IMF 

conditions. The duration of magnetopause encounters can last from minutes to hours. In order to 

do statistical analysis and to obtain occurrence rates, we divided each encounter into 5-min 

intervals. Each interval is classified as KH wave or not, and tagged with ancillary data, such as 

time-shifted five minute resolution OMNI solar wind and IMF data. Our database consists of 

11,500 5-min samples covering 960 hours of dwell time at the magnetopause. The samples are 

nearly evenly divided between northward (500h) and southward (460 h) IMF conditions. The 
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data are thus unbiased with respect to solar wind and IMF conditions, but not with respect to the 

11-year solar cycle, as they are mostly from solar minimum conditions. We find that about half 

of the crossings show waves or quasi-periodic variations, although not all of them are KH waves. 

The overall occurrence rate of KH waves is approximately 19% regardless of solar wind and 

IMF conditions. This is a substantially higher rate than the linear dispersion relation would 

suggest.  

3.3.1 Occurrence rate  

Scatterplot of velocity versus clock angle of all KH waves and magnetopause crossings 

for the entire THEMIS mission is plotted in Figure 3.2. Five-minute resolution OMNI data that 

provide the time"shifted IMF and solar wind parameters have been used. Each dot shows five 

minutes of magnetopause crossing. Each orange dot shows five minutes of KH waves and each 

gray dot indicates five minutes magnetopause crossing. The figure shows the KH events 

occurring for all range of velocity and clock angle. The occurrence rate and the total events (total 

five minutes magnetopause crossings) for each year from 2007 to 2013 are presented in Figure 

3.3.a. Figure 3.3a shows that the average occurrence rate of KH waves for the entire THEMIS 

mission survey is approximately 19%; however, the occurrence rate changes from the minimum 

occurrence ~12% in 2009 and 2010 to maximum occurrence ~ 23% in 2011.  

Figure 3.3b shows the number of sunspots for each year from 2001 to 2015. This Figure 

represents that there was minimal activity until early 2010. This is the lowest recorded sunspot 

activity since accurate records began in 1750. The Figure 3.3b shows sunspot numbers starts 

decreasing from 2007 to 2009. In 2009, Sun reached to its minimum activity and then the sun 
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spot numbers start increasing again. This is in good agreement with our result presented in 

Figure 3.3a, which Minimum KH occurrence rate occurs during the year with the minimum 

sunspots (2009 and 2010), and maximum occurrence rate occurs during the year with maximum 

sunspots (2011). 

 

Figure 3.2: Scattorplot of occurrence of  KH waves and total magnetopause crossings, for different years 

from 2007 to 2013. The distribution of occurrence of all events (KHI and total magnetopause crossings) is 

plotted for different clock angle and velocities. Each dot shows five minute of magnetopause crossing. 

Color shows details about wave kind KH waves (orange) and total events (gray).  
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(a) 

 
(b) 

 

Figure 3.3: Top panel (a) shows occurrence rate of KH wave for different years 2007-2013. Orange bins 

show the relative KH wave occurrence rate and grey bins show the number of 5-min KH wave intervals in 

that bin. Bottom panel (b) shows sunspot number from 2001-2018. The red circle shows the interval of 

our THEMIS survey 2007-2013. 
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3.3.2 IMF dependence 

Figure 3.4 shows the KH waves occurrence rate as a function of IMF clock angle and IMF cone 

angle.  As a function of clock angle (a), the occurrence rate is 35% for near northward IMF, near 

20% if the IMF lies in the equatorial plane, and about 10% for southward IMF. KH wave 

occurrence maximizes for northward IMF, but is still significant during southward IMF. The fact 

that KH waves occur during southward IMF at a significant rate is not expected; because it is 

generally thought that magnetic reconnection dominates over KH instability during such 

conditions and prevents KH wave’s growth.  

 

Figure 3.4: KH waves occurrence rate as a function of IMF clock angle (a) and cone angle(b). The clock 

angle is defined as atan (By/Bz), and the cone angle is defined as acos (Bx/B). X points towards the Sun, 

Y points duskward, Z points north, and R = (Y2 + Z2)1/2.  
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Figure 3.5: The duration of KH waves event versus different clock angles. 

The IMF cone angle dependence (b) is as expected from the linear dispersion relation of KH 

waves (Talwar, 1964) which predicts that the instability maximizes when the magnetic field on 

either side of the shear layer is close to collinear, which occurs for 90° cone angle. The IMF is 

more effective generating KH wave when it is oriented perpendicular to the Sun–Earth line. 

The dependence of the KH event’s duration on the IMF clock angle is shown in Figure 

3.5. The average duration of KH events during southward IMF with clock angle from 120-240 

degrees is approximately 20 minutes, while the duration of the event under northward IMF is 

more than two times longer at approximately 50 minutes. We can conclude that southward IMF 

cases have only short durations and may be ineffective in shaping the global character of the 

magnetosphere. 
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3.3.3 Solar wind parameter dependences  

Occurrence rate of KH wave as a function of solar wind plasma parameters, velocity, 

density, Mach number, and magnetic field magnitude are plotted in Figure 3.6. Figure 3.6a 

shows the occurrence percentage of KH waves (orange bins) and the corresponding number of 5 

min intervals (grey bins) as a function of solar wind speed. The latter is shown to assess the 

statistical significance of the data. As expected, the occurrence frequency increases with solar 

wind speed. However, the occurrence of KH waves at very low solar wind speed is unexpected. 

There appears to be no low-speed cutoff for KH waves; KH waves are still observed at 270 km/s 

solar wind speed. The KH wave dependence on solar wind density (Figure 3.6b) is weak. At low 

densities, there is a positive correlation, which tapers out for densities larger than 10 cm-3. There 

is also a positive correlation with the solar wind Alfven Mach number (Figure 3.6c), which also 

tapers out at high (>16) Mach numbers. The IMF magnitude (Figure 3.6d) appears only to have 

an effect for unusually high values of more than 16 nT. It is tempting to compare the KH wave 

dependencies with the KH dispersion relation; however, the solar wind parameters are not the 

same as the plasma and field parameters on the magnetosheath side of the magnetopause flanks. 

In particular, the solar wind is slowed down by the bow shock and then re-accelerates along the 

flanks of the magnetosphere. Therefore, the magnetosheath velocity is generally slower than the 

solar wind, but it is also possible that the draped IMF accelerates the magnetosheath plasma to 

speeds larger than the solar wind speed. However, the trends shown in Figure 3.6 are in 

agreement with linear theory, including the increase of the KH wave rate with solar wind speed, 

and the apparent suppression of KH waves for strong IMF, which was predicted by theory 

(Miura, 1984).  
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Figure 3.6: Occurrence rate of KH wave as a function of solar wind plasma parameters. Orange bins show 

the relative KH wave occurrence rate and grey bins show the number of 5-min KH wave intervals in that 

bin. The panels show, respectively, the dependence on the solar wind velocity (a), the solar wind density 

(b), the solar wind Mach number, and (c) the IMF magnitude. The parameter dependence is mostly as 

expected from the KH dispersion relation, but the significant occurrence rate at low velocity (<300 km/s) 

is not expected.  
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3.4 Discussion and Conclusions 

Linear MHD theory predicts that KH waves are most unstable when the magnetic field on 

either side of the shear layer is perpendicular to both the flow direction and the direction of the 

velocity gradient. Furthermore, the growth rate increases with flow shear. Thus, it has commonly 

been assumed that KH waves at Earth’s magnetopause are restricted to times of nearly northward 

IMF and high solar wind speed. This would make them rare events with little importance for 

magnetospheric dynamics. Although the dispersion relation does not distinguish between 

northward and southward IMF, that is, whether the magnetic field is parallel or anti-parallel 

across the shear layer, it was commonly assumed that during southward IMF period magnetic 

reconnection would dominate over KH wave generation. However, recent reports have shown 

that KH waves may also occur during southward IMF conditions (Hwang et al. 2011; Yan et al. 

2014) but these were case studies that gave no indication as to whether these were singular 

events or whether they would occur more commonly.  

Refined theoretical analysis that has taken into account the finite width of the shear layer 

and its structure has further narrowed the parameter range under which KH waves should occur 

(Gratton et al. 2004). However, the true occurrence rate of KH waves remained uncertain, and 

many researchers assumed they were rare events. Statistical studies have long been hampered by 

the lack of suitable data. Although Pc5 waves observed on the ground are often associated with 

KH waves (Rae et al. 2005), they may also have other causes and thus provide no suitable 

statistics. On the other hand, in-situ observations are restricted by satellite orbital dynamics. 
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Before THEMIS, most missions had orbits that would preclude frequent KH wave observations, 

or the missions were too short to obtain sufficient data for statistical studies. For the first time 

ever, THEMIS has provided a sufficiently large database of magnetopause crossings in the 

equatorial plane, together with suitable instrumentation, to allow for the study presented here.  

Our results show that KH waves are much more ubiquitous and occur under most solar 

wind and IMF conditions. We confirm the presence of KH waves even during southward IMF 

conditions, in line with recent event studies (Hwang et al. 2011; Yan et al. 2014). During 

northward IMF, KH waves occur frequently, particularly during periods of low solar wind speed. 

Theoretical models suggest that the growth rate diminishes for small flow shear and that there 

may even be a cutoff velocity. By contrast, we find only weak velocity dependence and no 

indication of a cut-off. 

It is not clear why the data are difficult to reconcile with linear theory, but the most likely 

reason seems to be that the dispersion relations are based on the assumption of a simply 

structured shear layer, i.e., either a jump-like discontinuity, or a smooth transition of finite 

thickness. In reality, however, the magnetopause often has a complicated boundary layer 

structure, which generally does not match these assumptions. The presence of such boundary 

layers makes it thus difficult to test the dispersion relations, because single spacecraft 

observations generally do not reveal their structure.  

Because KH waves can facilitate the entry of solar wind plasma into the magnetosphere, 

they are thus more important for the magnetosphere mass budget than previously thought. 
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However, quantifying the importance of KH waves for mass transport across the magnetopause 

remains to be performed. KH waves are also thought to be significant drivers of magnetospheric 

ULF waves, which in turn can energize the particles in Earth’s radiation belts (Walker, 1981; 

Rae et al. 2005; Elkington, 2006). Thus, KH waves may also be a more important factor for 

radiation belt dynamics than previously conceived.  
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Chapter 4 

4. Simulation results: OpenGGCM 

4.1 Introduction  

Global modeling has been proven to be an extremely powerful tool to study the solar-

terrestrial plasma interaction. During the last two decades a large body of numerical simulations 

have been carried out, including local magneto hydrodynamic (MHD) (Otto and Fairfield 2000; 

Nakamura and Fujimoto 2005; Nykyri and Otto 2001; Matsumoto and Hoshino 2004, 2006), 

hybrid (Thomas and Winske 1991, 1993; Fujimoto and Terasawa 1994; Cowee et al. 2009; 

Delamere, 2009) and full particle simulations (Nakamura et al. 2011, 2013). Although it has been 

shown that the KH wave has a global three-dimensional character (Merkin et al. 2013) it has 

remained difficult to define in global magnetospheric simulations because of their limited 

resolution. In this chapter we present results from global, three-dimensional magneto 

hydrodynamic (MHD) simulations the Open Geospace General Circulation Model 

(OpenGGCM) (Raeder et al. 1996, 1998, 2003). The OpenGGCM simulations are used to study 

KH instability at Earth’s magnetopause.  

Text

Text
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The primary goal of this chapter is to investigate how solar wind plasma and IMF 

parameters can affect the instability criteria and the characteristics of the waves generated by the 

KH instability. The second goal of this chapter is to test how accurate the OpenGGCM model 

can resolve the instability and what controls this accuracy. To reach the first goal, we drive the 

simulations with idealized, constant solar wind input parameters for both southward and 

northward IMF conditions. Driving the simulations with constant solar wind parameters ensures 

that any discrete ULF pulsations in the simulation magnetosphere are not the result of 

perturbations in solar wind. Thus, any magnetopause surface waves that are generated in the 

simulations cannot be the result of perturbations in the solar wind. Although the OpenGGCM 

reasonably produces KH waves under idealized constant solar wind conditions, its accuracy to 

generate the instability under real solar wind data is more important. Thus, in the remaining 

sections of this chapter we present the simulation result for the event on 7 June 2014 observed by 

THEMIS, which is an interesting event under both southward and northward IMF conditions. 

The outline of this chapter is as follows. First part discusses the OpenGGCM simulation of KH 

instability under constant solar wind parameters for both southward and northward IMF 

conditions. In the second part, we compare THEMIS Observations with the OpenGGCM 

simulations of the KH waves. 

4.2 The OpenGGCM 

The simulation code required for this study already exists. The OpenGGCM global MHD model 

simulates the interaction of the solar wind with the magnetosphere-ionosphere-thermosphere 
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system. This model has been developed and continually improved for over a decade. The 

OpenGGCM has been implemented for a variety of studies; magnetopause reconnection 

(Berchem et al. 1995a, b), FTEs (Raeder, 2006), the plasma depletion layer (Wang et al. 2003, 

2004), and plasma entry due to double lobe reconnection (Li et al. 2005, 2008a, 2009a). A more 

detailed description of the code and the methods used can be found in Raeder et al. (2008). Hear 

the OpenGGCM model has been used to simulate and study the KH waves at the flank 

magnetopause. In principle, KH waves are difficult to simulate with a global magnetosphere 

code because the scale size of the waves is much smaller than the size of the entire 

magnetosphere, and the surrounding regions upstream of the bow shock and several 100 Re of 

the tail that need to be part of the simulation. In particular, the presence of the Low Latitude 

Boundary Layer (LLBL) , which is usually only a fraction of one Re thick, makes this a difficult 

task. However, because of ever increasing computer power and the stretched Cartesian grid 

design of the OpenGGCM, we can now easily achieve a resolution of 0.03 - 0.1 Re or better near 

the dayside and near-tail magnetopause, which greatly facilitates the analysis of magnetospheric 

processes such as KH waves. 

4.3 Generic Runs: Constant Solar Wind 

To study KH instability based on basic MHD physics, we need to create a solar wind data 

input file. This file describes the time-dependent solar wind boundary conditions at the sunward 

boundary of the simulation domain. Table 4.1 presents the solar wind input file that has been 

used for the generic run in this study. As shown in Table 4.1, the simulation is conducted with 
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idealized solar wind condition for KH instability such as high solar wind stream and average 

solar wind plasma parameters under pure southward and northward IMF conditions with no 

dipole tilt in order to concentrate fully on the effects of velocity shear. We ran three hours of 

simulation: The first hour was set to be under purely southward (B
z < 0 nT, B

y = Bx = 0 nT) and 

the last two hours under northward IMF conditions (B
z > 0 nT, By= Bx = 0 nT). The simulations 

have been conducted with high-resolution 600×400×300 version of the magnetospheric grid with 

the typical cell size of approximately 0.07 Re.  

Table 4-1: Solar Wind input Parameters           

Time (min) IMF   SOLAR WIND     
  bx  (nT)  by (nT)   bz (nT) Vx (km/s) Vy (km/s) Vz (km/s)   N (cm-3) 

      P (pPa) 
-999.000 0.000 0.000 -5.000 700.000 0.000 0.000 6.000 6.000 
60.000 0.000 0.000 5.000 700.000 0.000 0.000 6.000 6.000 

120.000 0.000 0.000 10.000 700.000 0.000 0.000 6.000 6.000 
180.000 0.000 0.000 10.000 700.000 0.000 0.000 6.000 6.000 

 
 
 
 

4.3.1 Overview of simulation results 

Figure 4.1 and Figure 4.2 both display the time series of virtual spacecraft observations of the 

simulated KH waves and vortices along the magnetopause. The figures track the evolution of KH 

waves from dayside past to dawn flank magnetopause. The oscillations are visible in the 

magnetic field components bx, by, bz, the velocity components VX and Vy, and the ion number 

density which is shown with rr. The oscillations of the velocity y-component, which are nearly 

identical with the velocity normal to the magnetopause, show that the magnetopause moves back 
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and forth. The VX component oscillates because the magnetosheath plasma streams tailward, 

while the magnetosphere plasma does not. Figure 4.1 shows the time series of simulation results 

generated from virtual spacecraft observations located at the point (3, -9,0) Re close to the 

dayside magnetopause. The small amplitude waves during both southward and northward IMF 

conditions confirm that waves are just beginning to form, and still are in the linear stage. Figure 

4.2 presents the time series of simulation results generated from virtual spacecraft observations 

located further down the flank magnetopause at point (-10, -15.5,0) where the waves are 

expected to grow to nonlinear stage. The figure shows high frequency oscillations in plasma 

parameters and irregular oscillations in magnetic field under southward IMF conditions. 

However, the waves under northward IMF are regular with sinusoidal and wavy structures. The 

waves under northward IMF present large oscillations in velocity components while during 

southward IMF the oscillations in velocity are small. These different structures of the waves 

under southward and northward IMF are more evident in Figure 4.3. The figure compares the 

KH wave structures under southward IMF (first hour of run in Figure 4.2) with the KH waves 

structures under northward IMF (second hour of run in Figure 4.2). The plot on the left shows 

irregular oscillations in x and y magnetic field components under southward IMF. On the other 

hand, the waves under northward IMF (panel) present regular and wavy oscillations in x and y 

velocity components, magnetic fields, and sometimes the bipolar signature in by similar to the 

KH waves signatures from in-situ studies. These differences all indicate how different the waves 

behave under southward and northward IMF conditions. 
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Figure 4.1: Time series of OpenGGCM simulation under constant solar wind at the point close to 

terminator (+3, -9, 0). From top to bottom: Ion density rr, x component of the velocity VX, y components 

of the velocity Vy, x and y components of magnetic field Bx, By, Magnetic field magnitude Btot, total 

(magnetic plus ion) pressure, and wavelet spectrum of the y component of velocity. 
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Figure 4.2: OpenGGCM simulation under constant solar wind at (-10, -15.5,0) downstream of the dawn 

meridian. From top to bottom: Ion density rr, x component of the velocity VX, y components of the 

velocity Vy, x and components of magnetic field Bx, By, Magnetic field magnitude Btot, total (magnetic 

plus ion) pressure, and wavelet spectrum of the y component of velocity. 
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Figure 4.3: OpenGGCM simulations under constant solar wind condition at (-10,-15.5,0). Left panel is time 

series of simulation result under southward IMF (first hour of simulation). Right panel features the time 

series of simulation results under northward IMF (second hour of simulation result ). From top to bottom: 

Ion density rr, x component of the velocity VX, y components of the velocity Vy, x and components of 

magnetic field Bx and By, Magnetic field magnitude Btot, total (magnetic plus ion) pressure, and wavelet 

spectrum of the y component of velocity. 
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In a rolled-up KH vortex the magnetospheric plasma extends into the magnetosheath 

plasma and becomes accelerated to speeds larger than the magnetosheath speed. This behavior of 

KH waves can be made visible by plotting VX versus density. Figure 4.4 and Figure 4.5 (left 

panels) both show VX versus density in a scatterplot for two different intervals, southward IMF, 

(first hour of simulation) and northward IMF conditions (Second hour of the simulation). Color-

coded current density plot (right panels) show the characteristics of the KH waves at the 

equatorial plane. The blue dot shows the location of virtual spacecraft that observed the 

simulated KH wave or vortex.  

Figure 4.4 presents the scatter plots for the waves under southward IMF (first hour of the 

simulation) at different stages. The top panel at the left is the scatter plot of VX versus density 

generated from virtual spacecraft observations of the simulated KH wave located at (3, -8, 0) Re. 

The figure shows the profile expected for KH waves in linear stage. The bottom panel at the left 

is also a scatter plot for southward IMF generated from virtual spacecraft observation located 

further dawn at the magnetopause at (-10, -15.5, 0) Re where the KH waves are expected to 

develop into the vortices. As illustrated in the plot, there is no low-density plasma profile 

flowing faster than magnetosheath plasma. This might imply that KH waves under southward 

IMF in our simulation have not grown to the vortices. This VX-N profile also shows another 

unusual behavior of the KH waves under southward IMF. However, the absence of rolled-up 

vortices signatures in the KH wave simulation for southward IMF might be related to simulation 

resolutions.  
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Figure 4.4: Scatterplots of the velocity VX versus plasma density N from OpenGGCM simulation for 

southward IMF on the left and color-coded current density plots on the right. The blue dot in color-coded 

current density plots on the right shows the location of virtual spacecraft.The top left scattorplot confirms 

that the simulated KH waves are in linear stage. The bottom left scattorplot shows no low-density 

magnetospheric plasma, indicated by the red ellipse flowing faster than magnetosheath plasma. 
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Figure 4.5: Scatterplots of the velocity VX versus plasma density N from OpenGGCM simulation for 

northward IMF on the left and color-coded current density plots on the right. The blue dot in color-coded 

current density plots on the right shows the location of virtual spacecraft. The top left scattorplot confirms 

that the simulated KH waves are in linear stage. The bottom left scattorplot confirms that a fraction of the 

low-density magnetospheric plasma indicated by the red ellipse flows faster than magnetosheath plasma. 
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Figure 4.5 presents the scatterplots for the waves under northward IMF (second hour in 

simulation) for different locations at the magnetopause shown with the blue dot in color-coded 

current density plots (right panels). The top plot at the left is the VX versus density scatterplot for 

the KH under northward IMF at (3, -9, 0) where the wave just began to form. The plot confirms 

the pattern expected for KH waves in linear stage. The bottom panel is also scatter plot for 

northward IMF simulation data for a point further dawn at the magnetopause (-10, -15.5, 0). This 

plot shows that a fraction of low-density plasma (<8 cm-3) flows approximately faster than the 

magnetosheath plasma, confirming that the KH waves developed into the rolled-up vortices. 

4.3.2 Effect of magnetic field magnitude 

Figure 4.6 presents the time series of simulation result for northward IMF (last two hour 

of the run) generated from virtual spacecraft observations located at the point (-10, -15.5,0). The 

figure compares the second interval of simulation (01:20-02:00 UT) for northward IMF and 

|B|=5 nT with the third interval of the simulation (02:00-03:00 UT) for northward IMF but with 

increased magnetic field magnitude |B|=10 nT. The figure shows periodic, regular oscillations in 

ion density rr, x and y components of the velocity VX and Vy, x and y components of magnetic 

field Bx and By, magnetic field magnitude, Btot , and total (magnetic plus ion) pressure for both 

intervals. The wavelet spectrum of the y component of velocity Vy shows that the frequency of 

the waves is slightly increased during the interval with |B|=10 nT. For northward IMF and |B|=+5 

nT (01:20-02:00 UT) the frequency of the waves is 0.008 Hz and for northward IMF with |B|=10 

nT (02:00-03:00 UT) the frequency of the waves is 0.009 Hz. The amplitude of KH waves also 

have increased during 02:00-03:00 UT. During this interval which, the magnetic field magnitude 
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has been increased by a factor of two while holding the other solar wind parameters constant, the 

signatures of the KH waves also changed. More evident bipolar signatures in By, and larger 

oscillations in total pressure and velocity Vy, all together shows larger and more-developed KH 

vortices. Based on the signatures and larger amplitude waves it can be concluded that increasing 

the magnetic field magnitude for northward IMF condition increases the growth rate of KH 

instability. 

 Figure 4.7 shows scatterplots for KH waves for both northward IMF intervals. The left 

panel is a scatterplot for KH waves under northward IMF and |B|=5 nT, and the right panel is for 

KH waves under northward IMF and |B|=10 nT. The figure confirms the fact that the 

perpendicular magnetic field has a destabilizing effect and the growth rate of KH waves under 

northward IMF increases by increasing the magnetic field magnitude. Although, both panels 

show that a fraction of the low-density magnetospheric plasma indicated by the red ellipse flows 

faster than magnetosheath plasma and the KH waves are in nonlinear stage, the scatterplot for 

KH waves under stronger |B|, right panel, presents more low-density plasma flowing faster than 

magnetosheath plasma. This indicates that KH waves under stronger magnetic field magnitudes 

grow further into rolled-up vortices. This result might be ascribed to the J×B force due to 

increasing the magnetic field magnitude, which causes the accelerated flow in magnetosheath. 

The increased magnetosheath velocity cause by J×B force may explain the higher growth rate 

and destabilizing effect of the magnetic field magnitude. These results agree qualitatively with 

the theoretical studies obtained by Fejer (1964) and Miura et al. (1982) who showed that in a 

compressible flow a perpendicular magnetic field tends to be destabilizing. “Compressibility 

always reduces the stabilizing effect of the magnetic field” Fejer (1964). 
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Figure 4.6: Time series of OpenGGCM simulations for northward IMF at (-10,-15.5,0). The 01:20-02:00 

interval is for magnetic field magnitude |B|=5 nT. The second interval 02:00-03:00 is for |B|=10 nT. 
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Figure 4.7: Scatter plots of the velocity VX versus plasma density N for OpenGGCM simulation for 

northward IMF intervals. The left panel is a scatterplot for KH waves for northward IMF and |B|=5 

nT(second hour in simulation) and the scatterplots on the right is for KH waves for northward IMF and 

|B|=10 nT. (Third hour in simulation). Both panels confirm that that a fraction of the low-density 

magnetospheric plasma indicated by the red ellipse flows faster than magnetosheath plasma. the KH 

waves are in nonlinear stage.  

4.3.3 Effect of boundary layer thickness 

The linear hydromagnetic theory performed an instability analysis in idealized 

incompressible plasma with no boundary layer thickness, which is not true in the real 
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nature of the waves is an outcome of the presence of a boundary layer. From wavelength 

spectrum analysis as has been shown in the last panel in Figure 4.1 and Figure 4.2, the waves in 

our simulations are monochromatic. This implies the presence of thickness in our simulated 

magnetosphere boundary, which is demonstrated in Figure 4.8 for three different intervals: 

southward IMF, northward, and northward with increased magnetic field magnitude. The VX 

versus Y plot in the GSM coordinate shows how the x component of plasma velocity changes 

along its perpendicular direction. Figure 4.8 from top to bottom display simulation boundary 

layer for southward IMF, northward IMF, and northward IMF with stronger magnetic field 

magnitude. The solid vertical line shows the location of the magnetopause. The vertical dashed 

line indicates the point where the velocity VX transitions from positive to negative values. This is 

the location of the Inner Edge of Boundary Layer (IEBL). The distance between these two 

vertical lines is the simulation boundary layer thickness (d) shown by the black arrow. As shown 

in Figure 4.8 in top panel, the boundary layer for southward IMF is thin, and the VX-Y profile 

shows a sharp transition between the magnetosphere and the magnetopause. The thickness of the 

boundary layer is approximately 1.1 Re under southward IMF. The middle panel is for northward 

IMF and |B| = 5 nT. The VX-Y profile shows a thicker boundary layer. The thickness of the 

boundary layer is approximately 1.5 Re. The bottom panel is for northward IMF condition with 

increased magnetic field magnitude |B| =10 nT. The plot shows the thickness of simulated 

boundary layer is approximately 1.0 Re. The thickness of simulated boundary layer decreases by 

increasing the magnetic field magnitude. 

The horizontal blue solid line shows the magnetosheath velocity for each simulation interval. 

Top panel shows the magnetosheath velocity for simulation under southward IMF is 
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approximately 400 km/s. The middle panel shows the magnetosheath velocity for northward IMF 

interval with B=5 nT is also approximately 400 km/s. The magnetosheath velocity in the bottom 

panel is about 500 km/s. This panel is for northward IMF interval with B=10 nT. This result 

confirms that increasing magnetic field magnitude causes a J×B force which lead to increase the 

magnetosheath velocity. The increased KH growth rate under stronger magnetic field magnitude 

may be result of the increased magnetosheath velocity. The accelerated flow caused by J×B force 

may also explain the bumps shown in IEBL and magnetopause boundary layer in bottom panel. 

These bumps can be related to the more developed vortices under this condition. Since it shows 

plasma flowing faster than magnetosheath plasma, which is the signature of rolled up vortices. 
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Figure 4.8: Velocity profile VX-Y near the KH wave region for the OpenGGCM simulation. The top 

panel is from simulation results under southward IMF, the middle panel is for simulation result under 

northward IMF (|B|=5 nT) and the bottom panel is for simulation result under northward IMF (|B|=10 

nT). The vertical dashed line is the location of the IEBL while the vertical solid line is the location of the 

magnetopause. The region between these two lines, d, is the simulation boundary layer. 
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4.3.4 Effect of numerical resolution 

Resolution is important for numerical modeling. Spatial resolution specifies how large 

the grid cells in a model can be. Temporal resolution refers to the size of the time steps used in 

models which means that how often (in simulated or "model time") calculations of the various 

properties being modeled are conducted. Increasing spatial resolution means that more cells 

cover Earth's magnetosphere. Higher resolution models provide much more accurate and detailed 

information about the process being studied, although these take a much longer time to compute. 

While the details of the numerical techniques in the OpenGGCM simulation are beyond the 

scope of this thesis, there are some key aspects of the numerical techniques used in the 

OpenGGCM model which are indeed important and affect the simulation results such as spatial 

resolutions (the size and shape of cells within the grid). The OpenGGCM model has a stretched 

Cartesian grid as shown in the bottom panel of Figure 4.9. As previously mentioned in 

simulation studies (Claudepierre et al. 2008; Li .et al., 2013) the simulation resolution and size of 

grids are crucial for studying the KH instability and the KH wave is sensitive to grid spacing. 

The grid resolution must be sufficient to resolve the boundary layer thickness. The low 

resolution in the numerical study of KH instability also might cause the waves start to form 

further away from the magnetopause. The reason is that the waves have to travel along the 

magnetopause some distance before they can grow to a sufficient size capable of being resolved 

in the simulation. Therefore, the simulation that has been discussed in this chapter has a high-

resolution of 600×400×300 grid points with a minimal grid spacing of 0.07 Re. The grid spacing 

of 0.07 Re is small enough to identify the small displacement of the waveforms at the dayside 

magnetopause. 



101 

 

   

   
Figure 4.9: Color-codded current density plots from OpenGGCM simulation. The color-coding shows the 

current density in the equatorial plane. The plots on the left panel related to simulation with reduced 

resolution with center of grids shifted to dawn. The plots on the middle panel related to simulation with 

resolution with high resolution not center shifted. The plots on the right panel related to simulation with 

reduced resolution and center of grids shifted to dusk. 

Figure 4.9 shows the result of OpenGGCM simulation with the same solar wind input 

data used in the generic simulation discussed in previous sections. However, the high-resolution 

part of the stretched Cartesian grid, the center, is shifted to the estimated location of the 

magnetopause to dawn side (left panel) and dusk side (right panel). The plots at the top panel 

show color-coded current density plots under northward IMF conditions, and the plots at the 

bottom panel show the simulation grid in xz direction for each simulation. The top plot on the 

left is from the simulation when the center of the stretched Cartesian grid shifted 8 Re downside 
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(bottom plot on the left).  It shows that KH waves are generated only in the high-resolution part 

of simulated magnetosphere boundary, which means at the downside magnetopause. The top plot 

in the middle shows the simulation results under northward IMF when the center of the stretched 

Cartesian grid has not shifted and the high-resolution region is located at the center of the plot. 

The plot shows KH waves at both side of magnetosphere boundary, dawn and dusk 

magnetopause, since high-resolution region of magnetosphere boundary is at Y (-17, 17) as 

shown in the middle plot at the bottom panel. The top plot on the right is for the simulation when 

the center of the stretched Cartesian grid is shifted 8 Re duskside. Therefore, the high-resolution 

region of magnetosphere boundary is at Y (-9, 25) as shown in the right plot at the bottom panel. 

It shows KH waves are only generated at the dusk flank magnetopause (high-resolution region). 

The plots in figure 4.9 show that the KH wave is sensitive to grid spacing in OpenGGCM 

simulations.  
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4.4 Event study: THEMIS Observations 

Using actual satellite measurements as the input for OpenGGCM simulation is called 

event study. In this section we present the OpenGGCM Simulations for a THEMIS observations 

on 07 June 2014. This helps us to check whether or not the OpenGGCM reproduces the observed 

KH waves signatures. 

4.4.1 THEMIS Observations on 07/06/2014 

THEMIS observed a series of surface waves near dawn flank magnetopause on 7th Jun 

2014. Figure 4.10 shows Geotail observations of solar wind parameters for the event. The 

Geotail data has not been time shifted and the figure 4.10 shows approximately 15 minutes 

delay. The wavelet spectrum of the density and velocity in figure 4.10 during the event interval 

(is shown with red vertical dashed lines) indicates that there were no significant solar wind 

dynamic pressure variations before or during the event. Figure 4.11 shows an example of a KH 

event observed by THEMIS E under both southward and northward IMF conditions. THEMIS 

observed quasi-periodic fluctuations during the interval 22:35-23:50 UT. The solar wind is under 

southward IMF during 2235-2315 UT, and turned northward around 2315 UT as shown in 

Figure 4.10. THEMIS moved from (3.3, -9.9,3.3) to (3.8, -10,3.4) during this interval, i.e., it 

crossed the magnetopause about 3 Re sunward of the dawn terminator. As shown in Figure 4.11, 

the characteristics of the fluctuations changed from the 2245-2258 UT to the 2258-2315, finally 

changing again during 2325-2350 UT interval. This event is unique. It presents three different 

processes: FTEs, KH waves under southward and northward IMF. 
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Figure 4.10: Geotail observations of solar wind parameters on 7 June 2014. From top to bottom: magnetic 

field components by (red), bx (blue), bz (black, X component of the velocity VX, (c) wavelet spectrum of 

VX, rr density, and wavelet spectrum of the density, rr. The red vertical dashed lines show the event 

interval. 
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Figure 4.11: THEMIS E observations on 7 June 2014. From top to bottom: (a) Ion density, (b) M 

component of the velocity Vm, (c) N components of the velocity Vn, (d) N components of magnetic field 

BN, (e) Magnetic field magnitude Btotal, (f) total (magnetic plus ion) pressure, (g) Omni-directional ion 

energy flux, and (h) wavelet spectrum of density. 
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We can see clear differences in the signatures for these three intervals as shown in Figure 

4.11. During the first sub interval the fluctuations are separated by several minutes of quiet, 

while the second part of the event is characterized by continuous fluctuations and shorter 

periods. The first part of the event clearly consists of FTEs; it also has all the other FTE 

signatures listed in Chapter 2. The second part shows irregular and high frequency oscillations of 

density, Velocity, magnetic field component and total pressure. This interval 2258-2315 shows 

KH wave signatures under southward IMF. The last interval 2325-2350 demonstrates the 

periodic and regular oscillations in density, velocity, magnetic field component, and total 

pressure. During this interval solar wind is under northward IMF. We can see from this data that 

the signatures of the KH waves under northward IMF are different than under southward IMF 

(second interval). Additionally, we are able to compare our simulation results during southward 

and northward IMF (idealized, constant solar wind) presented in the previous section with 

THEMIS observations (real data). The results are consistent with our OpenGGCM simulation 

results with idealized solar wind input, which exhibit different signatures for KH waves under 

southward and northward IMF condition. 

4.4.2 OpenGGCM simulation of THEMIS Observations 

The result of OpenGGCM Simulation that models the THEMIS event on 7th June 2014 shows the 

surface waves similar to spacecraft observations. To test whether the observed magnetopause 

motions are from KH waves or driven by fluctuations in the solar wind dynamic pressure, we 

conducted two runs for the event, one with the real solar wind condition, and one by keeping the 

solar wind density and the velocity constant. We have also used high-resolution OpenGGCM 
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simulations 975×702×340. Characteristics of the waves remain unchanged during the run with 

constant solar wind density and the velocity. This assures us that the waves are not generated by 

fluctuations of solar wind dynamic pressure. Figure 4.12 compares the simulation results on the 

left panel with THEMIS observations on the right panel. The figure shows how reasonably 

OpenGGCM produced the three different processes: FTEs, KH waves under southward, and KH 

waves under northward, similar to THEMIS observations although the frequency is somewhat 

lower. To simulate the event with wave characteristics approximately similar to observations, we 

needed to increase the resolution. The wavelet spectrum of density from THEMIS observations 

(right panel in figure 4.12) and wavelet spectrum of the y component of velocity from 

OpenGGCM simulation (left panel in figure 4.12) shows that in both THEMIS data and 

simulation, KH frequency is higher for southward IMF as compared to northward IMF. This 

result is in good agreement with generic simulation results presented in the first part of this 

chapter.  

Figure 4.13 compares the scatter plots of the ion velocity VX versus ion density for both 

OpenGGCM and THEMIS observations to see how OpenGGCM produce the KH waves growth 

rates. The plots in the top panel compare the scatterplot of OpenGGCM results on the left with 

the scatterplot of THEMIS data on the right for KH waves under southward IMF (2258-2315 

UT). The scatterplots show approximately identical VX-N profile for both OpenGGCM 

simulation and THEMIS observation. The plots in the bottom panel compare the scatterplot of 

OpenGGCM results on the left with the scatterplot of THEMIS data on the right for the KH 

waves under northward IMF (2320-2345 UT). The simulation and the observation both shows 
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that the waves under northward IMF have not yet developed into vortices and is in linear stage. 

Figure 4.13 confirms that the KH waves reproduced by OpenGGCM are in very good agreement 

with in suit observations. 

  

Figure 4.12: A comparison of THEMIS observations with OpenGGCM simulation. On 7 June 2014. Left 

panel is OpenGGCM result: From top to bottom: Ion density rr, x component of the velocity Vx, y 

components of the velocity Vy, x and components of magnetic field Bx and By, Magnetic field magnitude 

Btot, total (magnetic plus ion) pressure, and wavelet spectrum of the y component of velocity. Right panel 

are THEMIS observations. From top to bottom: (a) Ion density, (b) M component of the velocity Vm, (c) 

N components of the velocity Vn, (d) N component of magnetic field Bn, (e) Magnetic field magnitude 

Btot, (f) total (magnetic plus ion) pressure, (g) ion energy flux, and (h) wavelet spectrum of density. 
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Figure 4.13: A comparison of THEMIS observations with OpenGGCM simulation. Scatter plot of the ion 

velocity VX versus ion density. The plots on the left panel are for OpenGGCM simulations.  

Figure 4.14 depicts the OpenGGCM simulation of event observed by THEMIS on 7 June 

2014 as color-coded current density plots in the equatorial plane. Starting from the top left, the 

first plot shows typical FTEs; the two next panels show the evolution of FTEs in time. The three 

plots in the middle panel illustrate the time evolution of KH under southward IMF. The first 

panel in the bottom left shows KH waves under northward IMF, and the next two panels to the 

right show the evolution of waves in time under northward IMF.  
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Figure 4.14: OpenGGCM simulation of event observed by THEMIS on 7, June 2014 shown in Figure 4.9. 

The color-coding shows the current density in the equatorial plane.  
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Figure 4.15: Velocity profile near the KH wave region for a particular timestep for the OpenGGCM 

simulation of THEMIS event for two different intervals: The left plot simulated boundary layer under 

southward IMF. The right plot is simulated boundary layer under northward IMF. The region between 

these two vertical dashed lines, d, is the simulation boundary layer. 

Figure 4.15 shows a comparison of simulated boundary layer for the last two intervals of 

THEMIS observations: KH waves under southward (The left panel) and KH under northward 

IMF (right panel). The thickness of boundary layer is approximately 1.0 Re under southward 

IMF and the thickness of boundary layer is approximately 1.25 Re under northward IMF. These 

results indicate that the simulated boundary layer for KH under southward is thinner than the 

simulated boundary layer under northward IMF. This is also consistent with the simulation 

results for idealized constant solar wind conditions under southward and northward IMF. 
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4.5 Discussion and conclusions 

By using a three"dimensional global MHD simulation of the Earth’s magnetosphere, 

OpenGGCM, we have studied the properties and signatures of the waves for different IMF 

conditions. The simulation results for KH waves under constant solar wind parameters show KH 

waves under southward IMF behave quite differently than the waves under northward IMF. 

These differences are shown to exist in both properties and signatures of the waves: properties 

such as frequency, wavelength, amplitude, and the growth rate and signatures of the KH waves 

such as magnetic field and velocity profiles.  

KH waves during southward IMF are higher frequency than KH waves under northward 

IMF. High frequency waves for southward IMF may be attributed to a thin boundary layer. 

Higher frequency waves according to (ƒ=Vρ/λ) by assuming that Vρ , Phase velocity, is constant 

would have smaller wavelengths. The KH waves under southward IMF in our results 

demonstrate smaller wavelengths than the KH waves under northward IMF. Another feature of 

KH waves, which is investigated in this study, is the phase of the KH wave growth. The VX-N 

method has been used to identify the phase of the KH wave growth in our simulations. These 

results suggest that the KH waves under southward IMF do not grow sufficiently to rolled-up 

vortices, and that the growth rate for northward IMF is higher than that for southward IMF. This 

might be related to the thin boundary layer for southward IMF. Because, the thickness of 

boundary layer must be larger than grid spacing to be capable of resolving the instability and 

allow the wavelength to grow. 
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The effect of the magnitude of the magnetic field under pure northward IMF conditions is also 

investigated. The results show that increasing the magnitude of the magnetic field when it lies 

northward enhances the KH growth rate. This is consistent with the results reported by Fejer 

(1964), Ong and Roderick (1972), and Miura and Pritchett (1982). 

We have also conducted the OpenGGCM simulation of an event on 7 June 2014 observed 

by THEMIS. During the June 7, 2014 event, KH first occurred during southward IMF, then the 

IMF turned northward and KH waves continued. OpenGGCM reproduces the KH waves under 

northward and under southward conditions reasonably with similar signatures and features to 

these observations. The frequency is somewhat lower in simulation, which can be fixed by 

increasing the grid resolution. In both observation and simulation, KH under southward IMF has 

a higher frequency when compared to northward IMF. The simulated boundary layer is thinner 

during southward IMF as compared to northward IMF.  

We concluded that there are many differences in wave properties (frequency, wavelength, 

amplitude, growth rate) as well as the wave signatures under southward and northward IMF 

conditions. This might explain a few in-situ observations of KH waves under southward IMF. 

One reason is that the signatures of KH under southward IMF are quite different than the 

signatures observed by the spacecraft and expected for KH waves under northward IMF. This 

means that even if the KH waves under southward IMF have been observed, they have not been 

suitable for reporting or publication. The second reason might be related to the properties of the 

KH waves under southward IMF, which have small wavelengths and amplitudes. In general, the 

probability of detecting large waves is higher than detecting the small waves. Even if the 
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spacecraft could detect the small waves, any small movement of the spacecraft will terminate the 

detection of the waves. This could explain the short duration of observed KH waves under 

southward IMF in our THEMIS survey as well as the other two reported KH waves under 

southward IMF (Hwang et al. 2011,Yan et al.  2014).  
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Chapter 5 

5. Discussion and Future Work 

5.1 Discussion and Conclusions 

In this thesis, we have conducted a survey of THEMIS data to create a database of 

magnetopause crossings throughout the entire mission. We surveyed data from 2007 to 2013, 

when the THEMIS spacecraft frequently crossed the magnetopause during the dawn and dusk 

orbital phases. We examined the plasma and magnetic field data to catalogue magnetopause 

crossings for the purpose of identifying KH waves. We find that about half of the crossings show 

waves or quasi-periodic variations, but not all of them are KH waves. Often, such periodic or 

quasi-periodic structures seem to be caused by dynamic pressure variations in the solar wind or 

magnetosheath and non-steady magnetopause reconnection or Flux Transfer Events (FTEs). We 

thus needed to differentiate all magnetopause wave observations against FTEs and buffeting of 

the magnetosphere by the solar wind. Our analysis method using very conservative criteria to 

positively identify KH waves has been discussed in Chapter 2. The primarily goal of this chapter 

was to describe our methods to distinguish between FTEs signatures and KH wave signatures 

from single spacecraft observations.  

Text
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The statistical results of our KH and magnetopause crossings database are discussed in 

Chapter 3. This statistical analysis showed that KH waves at the Earth’ magnetopause occur 

~19% of the time regardless of the solar wind conditions. We found that the KH waves 

occurrence rate increases with solar wind speed, Alfven Mach number, and number density, 

while remaining mostly independent of IMF magnitude. These occurrences rate dependences on 

solar wind parameters are weak in comparison to KH wave occurrences dependences on IMF 

direction (clock angle).  

The fact that KH occurrence rate increases with solar wind speed is as expected from the 

linear theory. However, there appears to be no low-speed cutoff for KH waves; KH waves are 

still observed at solar wind speed as low as 300)km)s−1. The occurrence rate increases with IMF 

cone angle and maximizes at zero IMF clock angle. The IMF cone angle dependence is as 

expected from the linear dispersion relation of KH waves which predicts that the instability 

maximizes when the magnetic field on either side of the shear layer is close to collinear, which 

occurs for ~90° cone angle. The IMF clock angle dependence indicated that the occurrence rate 

is ~35% for near northward IMF, near 20% if the IMF lies in the equatorial plane, and about 

10% for southward IMF. Although the occurrence rate under southward IMF is surprising, it is 

still approximately 4 times less than the occurrence rate under northward IMF. Hwang et al. 

(2011) suggested that KH waves under southward IMF are irregular and temporally intermittent 

due to dynamically active sub solar behavior. This may explain the preferential in-situ detection 

of KH waves when the IMF is northward, because the irregular and short structures are less 

likely identified as KH waves than the rather regular and longer KH wave trains typical for 

northward IMF. This explanation is also consistent with the KH instability events under 
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southward IMF in our database. The majority of the events during southward IMF are irregular, 

short and polychromatic. This chapter concludes that KH waves are much more ubiquitous and 

occur under most solar wind and IMF conditions and may thus be more important for plasma 

transport across the magnetopause than previously thought. 

During our THEMIS survey we have noticed that the signatures of the KH waves are 

different during southward IMF than northward IMF. In order to better isolate such differences 

and investigate the behavior of KH waves under southward IMF we used OpenGGCM 

simulations in two ways: simulation with constant solar wind for purely southward and 

northward IMF conditions, as well as simulation of one of the KH events observed by THEMIS 

under both southward and northward IMF. These simulation results are discussed in Chapter 4. 

The results show that OpenGGCM reproduces KH waves under northward and southward 

conditions with approximately the same signatures as observations. KH waves under southward 

IMF in the simulations demonstrate irregular structures similar to KH waves under southward 

IMF in our database and reported by Hwang et al. (2011). The simulation results show that KH 

under southward IMF has higher frequency and thinner boundary when compared to northward 

IMF conditions. From simulation results KH waves grow into rolled-up vortices during 

northward IMF, while failing to do so during southward IMF. Additionally, the simulation 

results demonstrate smaller waves in both wavelength and amplitude in comparison with 

northward IMF. Also, as the magnetic field magnitude increases, the growth rate also increases. 

This destabilizing effect of perpendicular magnetic field on KH waves might be attributed to the 

accelerated flow caused by J×B force. 
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5.2 Future works 

• The first and most important question than can be addressed by using our KH database is 

dawn-dusk asymmetry of KH waves at the flank magnetopause. Are there significant 

dawn-dusk asymmetries in KH wave occurrence and/or their properties such as growth 

rate, and plasma mixing within the vortices? A number of studies have suggested that 

such asymmetries exist (Walters, G. K., 1964; Huba, J. D, 1996; Walsh, B. M., et al., 

2012; Taylor, M. G. G. T. et al., 2012).  

• Since we have the biggest database of KH waves under southward IMF conditions 

(about 40 events), the second question that can be answered by our database is the 

differences between KH waves under southward and northward IMF conditions, which 

have already been discussed from simulation results in Chapter 4. This also might lead 

to answer why the KH wave occurrences based on observations favor under northward 

IMF condition while there should be no difference, according to theory.   

5.2.1 Dawn-dusk asymmetry 

The occurrence of the Kelvin–Helmholtz instability at the earth magnetopause may have 

a dawn–dusk asymmetry. One possible explanation for these dawn–dusk asymmetries is from the 

average orientation of the (IMF) solar wind, which follows the Parker spiral. Such a Parker spiral 

magnetic configuration introduces the necessary geometry for dawn–dusk asymmetries in 

foreshocks, magnetosheath, and magnetopause. Higher ion density in the dawn magnetosheath, 

higher temperature in dawn,
 
and higher magnetic field magnitude in dusk magnetosheath

 
was 
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observed through a number of studies. A study by Haaland and Gjerloev (2013) reported 

significant and persistent dawn–dusk asymmetries in current density (higher in dusk side 

magnetopause) and magnetopause thickness (thicker at a downside). Since Kelvin–Helmholtz 

instability is produced by velocity shear flows between the magnetosheath and the 

magnetosphere at the magnetopause, the dawn–dusk asymmetry in magnetosheath and 

magnetopause parameters such as magnetosheath ion density, magnetosheath magnetic field 

magnitude, and magnetopause thickness may cause a dawn–dusk asymmetry in occurrence of the 

Kelvin–Helmholtz instability.  

The growth of the Kelvin–Helmholtz instability may also have a dawn–dusk asymmetry. 

If finite Larmor radius effects are taken into account, growth is favored on the dusk-side, while 

conditions in the magnetosheath under Parker spiral IMF conditions might favor growth on the 

dawn side. A statistical study of the occurrence of Kelvin–Helmholtz vortices on the flank 

magnetopause from Geotail data
 
shows detection of 18 KH waves events in nonlinear stage with 

9 events at dawn flank magnetopause and 9 events at dusk flank magnetopause. This suggests no 

particular dawn–dusk asymmetry. An extension of this study by Taylor et al. (2012), including 

Double Star TC-1 data, did find an asymmetry with the occurrence of Kelvin–Helmholtz vortices 

favored on the dusk flank magnetopause. They found that 17 events exhibited rolled-up behavior 

with 12 at dusk flank magnetopause.  

Plasma mixing in Kelvin–Helmholtz vortices may also have a dawn–dusk asymmetry. 

Nishino et al. (2011)
 
reported one observation of vortices occurring simultaneously on both 

flanks and showed that while their macroscopic properties were similar, differences were 
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observed on the microscopic level, with more plasma mixing between magnetosheath and 

magnetospheric populations in the downside vortex than the dusk-side vortex. The dawn-dusk 

asymmetry of occurrence and growth of Kelvin– Helmholtz waves might be different under 

southward and northward IMF conditions.  

Nonetheless, all these results were based on numerical studies or observational studies 

that were limited to a few events. Moreover, their results are also contradictory, and the causes 

for such asymmetry are still speculative. To fully explore the dawn-dusk asymmetry, at least 

one-year of observational dataset would be needed. We have already built a comprehensive 

database of THEMIS KH events that spans 7 years of observations. Today, by using our huge 

KH database, with MMS and THEMIS data when are placed in both hemispheres opposite to 

each other, is the best time to address this question. 

5.2.2 Kelvin-Helmholtz instability under southward IMF  

According to theory, the unstable conditions for the KH instability would not be different 

by the sign of the IMF component perpendicular to the boundary plane, so there should be no 

difference in the occurrence of KH instability under southward and northward IMF. However, 

the in-situ observations of the KH waves have been reported to occur preferentially for 

northward interplanetary magnetic field (IMF) (Kivelson and Chen, 1995; Hasegawa et al. 2004) 

and only a few KH waves have been reported under southward IMF conditions (Mozer et al., 

1994; Hwang et al., 2011; Yan et al., 2014). Mozer et al. (1994) investigated an observation of 

the linear stage of surface waves observed by Geotail under southward IMF conditions. Hwang 

et al. (2011) reported the first observation of K-H vortices by Cluster at the dawnside of the 
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magnetopause under southward IMF. Also recently Yan et al. (2014) published THEMIS 

observations of KH vortices at the dusk side of the magnetopause under southward IMF. Several 

explanations for this preference have been suggested, which include the competition with a 

tearing mode that suppresses KH instability development for large magnetic shear under 

southward IMF (Chen et al. 1993, 1997) and the formation of a slow rarefaction region with a 

magnetic pressure maximum just inside the magnetopause under southward IMF (Miura, 1995). 

Additionally, the formation of a thin KH unstable plasma sheet layer between the northern and 

southern lobes during southward IMF has a stabilizing effect on the KH instability due to the 

intense lobe magnetic field (Hashimoto and Fujimoto, 2005). Furthermore, during northward 

IMF, the formation of a dense LLBL resulting from high-latitude reconnection that lowers the 

threshold of the KH instability, together with magnetosheath compressional waves that serve as 

seed fluctuations for the KH instability during northward IMF might be the reason for KH 

instability preference during northward IMF. To summarize, the current status is that most 

observations of K-H vortices are reported under northward IMF, and for southward IMF there 

are only three events reported by (Yan et al. 2014; Hwang et al. 2011; Mozer et al. 1994). Our 

recent statistical study shows that KH waves occur roughly ∼10% of the time under southward 

IMF. Although this occurrence rate is more than what we expected, it is still about 4 times less 

than under northward IMF. Our simulation and observations shows irregular, short, and 

polychromatic KH waves under southward IMF similar to the KH waves reported by Hwang et 

al. (2011). Hwang et al. (2011) suggested these KH wave behaviors under southward IMF might 

explain the preferential in-situ detection of KH vortices when the IMF is northward, since these 

irregular and short structures would leave little chance to observe well-developed KH wave 
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under southward IMF. Therefore, by using high resolution OpenGGCM simulation under 

southward IMF, we might be able to explain this atypical behavior of KH waves under 

southward IMF. 

While the simulations serve as a guide, we will use our extensive event database to 

establish how KH waves during southward IMF differ from those under northward IMF and the 

causes for those differences. We will bisect the database into subsets of northward and southward 

IMF KH events. For each of the subsets we will determine the appropriate statistics, for example 

frequency, wavelength, boundary layer thickness, field magnitude and plasma density on the 

sheath side, etc. These parameters will then be contrasted and we will be able to eliminate some 

of the hypotheses that have been discussed above.  
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